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where cjdt=dzj is given by (e.g. [185]):

c
dt
dz

!!!!

!!!! ¼
RH

ð1þ zÞEðzÞ
; RH %

c
H0

ð3Þ

EðzÞ % XRð1þ zÞ4 þXmð1þ zÞ3 þXkð1þ zÞ2 þXK

h i1=2

¼ ð1þ zÞ2ðXmzþ 1Þ & zð2þ zÞXK

h i1=2

¼ Xmð1þ zÞ3 þXK

h i1=2
ð4Þ

H0 is the Hubble constant, and XR Xm;Xk and XK are the dimension-
less density parameters of the radiation, matter, the curvature, and
the cosmological constant K, obeying the relation: XR þXm þXkþ
XK ¼ 1. The second expression for EðzÞ is for a matter dominated
(XR ' 1) universe, and the third is for one that is matter dominated
and flat (Xk ¼ 0). In the concordance cosmology model:
H0 ¼ 70 km s&1 Mpc&1; Xm ¼ 0:27, and XK ¼ 0:73 [128].

2.2. Gamma-ray attenuation by pair production

The interaction between two photons with energies Ec and !b,
will lead to the creation of a particle anti-particle pair when the to-
tal c-ray energy in the center of momentum of the system exceeds
the rest frame energy of the two particles. The threshold for the
creation of an eþ þ e& pair is given by:

!thðEc;l; zÞ ¼
2 ðme c2Þ2

Ec ð1& lÞ ð5Þ

where l % cos h, and h is the angle between the two photons, as
illustrated in Fig. 1.

The cross-section for the c–c interaction is given by:

rccðEc; !;l; zÞ ¼
3rT

16
ð1& b2Þ 2b ðb2 & 2Þ þ ð3& b4Þ ln

1þ bÞ
ð1& bÞ

" #$ %
ð6Þ

where

b %

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1& !th

!

" #s

ð7Þ

Fig. 2 (left panel) depicts the cross section as a function of b. The
cross section peaks at a value of b ¼ 0:70, providing a relation be-
tween the energies Ec and ! (or wavelength k) at the peak, given
by:

EcðTeVÞ ¼ 1:07
!ðeVÞ ð1& lÞ ¼

0:86kðlmÞ
ð1& lÞ ð8Þ

The right panel of the figure depicts the cross section as a function
of b % 2ðmc2Þ2=Ec! for different values of the angle h. When the pho-
tons are moving in the same direction (h ¼ 0), the cross section col-
lapses to a delta-function at b ¼ 0, and the energy threshold
becomes infinite.

2.3. The attenuation of c-rays from cosmological sources

En route to Earth, c-rays from cosmological sources have to pass
through the radiation field of the EBL, resulting in their attenuation

by pair producing interactions. The optical depth of a c-ray photon
at an observed energy Ec, emitted by a source at redshift z due to
this process is given by:

sccðEc; zÞ ¼
Z z

0
dz0

d‘
dz0

Z 1

&1
dl1& l

2

Z 1

!0
th

d!n!ð!; z0Þð1þ z0Þ3 rccðb0; z0Þ ð9Þ

where n!ð!; zÞ % dnð!; zÞ=d! is the specific comoving number density
(cm&3 eV&1) of background photons with energy ! at redshift z, and
the ð1þ zÞ3 term represents its conversion to a proper number den-
sity. The pair-production threshold energy is !0th ¼ 2ðmec2Þ2=
Ecð1& lÞð1þ zÞ, where the ð1þ zÞ factor takes into account that
the observed c-ray photon had a higher energy at the redshift of
the interaction. The parameter b0 ¼ ð1& !0th=!Þ

1=2, and
d‘=dz ¼ cjdt=dzj, where ‘ is the proper distance.

Calculating the EBL opacity to c-rays from cosmological distant
sources requires knowledge of the evolution of the comoving spe-
cific photon number density n!ð!; zÞ as a function of redshift. The
specific number density of photons with energy ! at redshift z is re-
lated to the specific EBL intensity at a given redshift z by:

!2 n!ð!; zÞ ¼
4p
c

m Imðm; zÞ ¼ 2:62( 10&4 m Imðm; zÞ ð10Þ

where ! ¼ hm, Imðm; zÞ is given by Eq. (2), and the coefficient in the
second line was calculated for ! in eV, n! in cm&3 eV&1, and m Im in
nW m&2 sr&1.

Finally, we point out that the c–c cross section is wide, so that
in calculating the c-ray opacity, strong variations in the EBL spec-
trum are smoothed out over a wide range of c-ray energies. The
EBL intensity at a given wavelength is therefore effecting scc over
a wide range of c-ray energies around the peak given by Eq. (8).

2.4. A simple example: an EBL given by a diluted blackbody spectrum

Of particular interest is the behavior of scc for a background
radiation field that is represented by a diluted blackbody. Fig. 3
(upper left panel) depicts a local EBL characterized by a Planck
function, normalized to an intensity of 10 nW m&2 sr&1 at 1 lm.
The upper right panel of the figure depicts the photon number den-
sity. The bottom left panel shows the c-ray opacity at redshift
z ¼ 0:2, assuming a non-evolving EBL, and the right panel shows
the source attenuation as a function of c-ray energies. Also shown
in the figure are the energy regimes in which substantial changes
in the slope of the opacity occur (dashed lines).

The rapid rise in the EBL spectrum between 0.5 and 1 lm re-
sults in a rise of the c-ray opacity, and the onset of substantial
source attenuation in the 10–500 GeV energy region. This sudden
increase in the GeV attenuation creates a break, CGeV , in the spec-
trum, defined as the difference in power law index between the
unattenuated and the attenuated region of the spectrum (see
Fig. 5 in this paper). At higher c-ray energies, the spectrum of a bla-
zar characterized by an intrinsic power law will exhibit a second
spectral break around )1 TeV. For an evolving EBL, the magnitude
and location of this spectral break are expected to evolve with red-
shift. The substantial decrease in the attenuation at a few TeV is a
consequence of the particular choice of the EBL spectrum, which
decreases rapidly at wavelengths beyond )2 lm.

2.5. A more realistic example: an EBL that includes dust emission

Fig. 4 depicts a more realistic presentation of the current EBL
spectrum (left panel) and the c-ray opacity for different redshifts
(right panel), taken from model calculations of [99]. At wave-
lengths shortwards of )5 lm the spectrum represents the stellar
and AGN contributions to the EBL. At longer wavelengths the spec-
trum represents the AGN and starlight energy that was absorbed
and reradiated by the dust. The right panel shows the energy

θ

γ

γ

e

e+

Fig. 1. Schematic illustration of the c–c pair production reaction, showing the
definition of the angle h between the interacting photons.
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Figure 9. The local (I = 0) spectral energy distribution of the EBL (black solid line, 1f model uncertainties is enclosed within the blue shaded area). The
green dotted and brown dashed-dotted lines are the semianalytical and phenomenological models of Gilmore et al. (2012) and Finke et al. (2010), while the
dashed blue and pink lines corresponds to the Domínguez et al. (2011a) and Helgason & Kashlinsky (2012) empirical curves, respectively. The yellow band
spans over the 1f limits for the local EBL determination of Desai et al. (2019), from blazars’ gamma-ray attenuation spectra. Finally, the red filled points come
from galaxy number counts in Driver et al. (2016b). Open symbols constitute a compilation of diverse direct measurements from the literature (see text).

Figure 10. Comparison between di�erent EBL models and measurements of the Cosmic Optical (COB, 0.1-8 `m) and Infrared Backgrounds (CIB, 8-1000 `m)
at I = 0 (similar to Driver et al. 2016b). The results from This Work are shown in black, while in brown, blue, green and yellow are the results from Finke et al.
(2010), Domínguez et al. (2011a), Gilmore et al. (2012) and Domínguez et al. (2019) models, respectively. The results from Madau & Pozzetti (2000), Dole
et al. (2006), Béthermin & Dole (2011) and Driver et al. (2016b) galaxy number counts are chronologically plotted in light-blue, purple, grey and red. We also
show the measured CIB if only combined MIPS+Herschel detections are included in our work, as discussed in the text. Uncertainties have been included only
when available in the literature.

Mortlock et al. (2016) and Andrews et al. (2017). Our NIR inten-
sities are systematically above the values given by Pozzetti et al.
(2003) and Cirasuolo et al. (2010) at all redshifts. The reason is that
these studies are shallower in fluxes than ours.

An observable directly related with the CSFR density is the
TIR luminosity density. Our 9) �' is shown in Figure 8 over 0 

I < 6, as well as the estimations from Pérez-González et al. (2005),
Rodighiero et al. (2010), and Burgarella et al. (2013, PEP/HerMES

2013). Note that the agreement between the di�erent measurements
is good at all redshifts.

Finally, the cosmic star-formation history (CSFH) can be com-
puted following Equation 3, using the NUV and TIR luminosities.
Our CSFH between 0  I < 6 is shown in Figure 8 in compari-
son with the Madau & Dickinson (2014), Rodríguez-Puebla et al.
(2017), Abdollahi et al. (2018) and Behroozi et al. (2019) results
(all results have been converted to a Chabrier IMF when needed).
We stress that our result is in agreement within errors up to I ⇠ 6

MNRAS 000, 1–17 (2020)
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Fig. 2.—Same as Fig. 1, but for the K band. The filled circles are the raw
SDF counts in isophotal magnitude, while the circled dots are the counts in
total magnitude, which are corrected for incompleteness assuming point
sources (Maihara et al. 2001). The dashed line is the prediction by model B
(see text) for which the selection effects under the observational conditions
of the SDF are taken into account, fitting to the raw counts. The solid line is
the same prediction, but the selection effects are not included. The two dotted
lines are the prediction by model A, which is used in Fig. 1, with and without
the selection effects. The other data are from McLeod, Bernstein, & Rieke
1995 (McL95), Djorgovski et al. 1995 (Djo95), Huang et al. 1997 (Hua97),
Minezaki et al. 1998 (Min98), Mobasher, Ellis, & Sharples 1986 (Mob86),
Glazebrook et al. 1994 (Glz94), Gardner, Cowie, & Wainscoat 1993 (Gdr93),
Gardner et al. 1996 (Gdr96), Bershady, Lowenthal, & Koo 1998 (Ber98), and
Moustakas et al. 1997 (Mst97).

the solid lines over the dashed lines gives an estimate of the
contribution by the missing galaxies to the EBL.
Figure 2 shows the contribution to EBL in the K band, in-

cluding the latest data of the SDF. In Figure 1 we have used
model A with the number evolution of , but we foundh p 1
that this model seriously overpredicts the K counts, as shown
by dotted lines in this figure. Rather, the K-band counts can be
fitted better by the pure luminosity evolution model with no
number evolution ( ), when the same cosmological modelh p 0
as in the HDF is used (see Totani et al. 2001 for details). The
dashed line is this model with the selection effects, fitting well
the observed isophotal raw counts of the SDF (filled circles).
The solid line is the prediction as a function of total magnitudes
without any selection effects. For comparison, the SDF counts
corrected for incompleteness assuming that all objects are point
sources (Maihara et al. 2001) are also shown by the circled
dots as a function of total magnitudes. Here we assumed

.′K p K ! 0.1
This discrepancy between optical and NIR counts is probably

coming from the limitation of the model assuming the same
number evolution for all galaxy types. In the K band, elliptical
or early-type galaxies are more dominant in number compared
with the optical bands. Therefore, this result may be understood
if there is no or weaker number evolution for elliptical galaxies
than that for other types. In addition, the giant and dwarf el-
liptical galaxies have been treated as distinct populations in
Figure 2, because this method fits to the faintest K counts even
better (see Totani et al. 2001 for the details). We refer to this
model as model B hereafter. We will use both models in es-
timating the EBL to see the model dependence of our cal-
culation.
Now the contribution to EBL from galaxies missed in the

HDF and SDF can be estimated. We estimate the true galaxy
counts by using the observed galaxy counts and models as
follows:

N (m){[N (m)]/[N (m)]} (m ! m ),obs m1 m2 limN (m) ptrue {N (m ){[N (m)]/[N (m )]} (m 1 m ),obs lim m1 m2 lim lim

(1)

where is the faint limit of observed magnitude, is them Nlim obs
observed counts, and and are the model counts withoutN Nm1 m2
and with the selection effects, respectively. The estimate of
EBL is simply given by the integration of . The ratio ofNtrue
the raw count integration to the true EBL from galactic light,
which we call a resolution fraction, is shown in Table 1, for
both models A and B. The dependence on the two models is
not significant. An overall trend is that the resolution fraction
becomes greater with increasing wavelength, because the evo-
lutionary effect of galaxies becomes less significant. Therefore,
the best evidence that the bulk of EBL from galactic light has
been resolved into discrete galaxies is given by the J and K
counts of SDF; more than 80%–90% of the NIR galactic light
in the universe has been resolved.

4. CHECKING RELIABILITY OF OUR RESULTS

It should be noted that our estimate of the EBL flux from
galaxies is essentially based on the observed counts, and the
uncertainty concerning the model used here is relevant only to
the contribution from missed galaxies. Given that this contri-
bution of our best guess is not large compared with that from
resolved counts, it is unlikely that the model uncertainty dras-

tically changes the estimate of total EBL flux from normal
galaxies.
To demonstrate the reliability of our analysis, we show a

comparison of the observed isophotal size of galaxies with that
predicted by the model used here, in Figure 3, and this is a
crucial check to see whether we have successfully modeled the
systematic selection effects. In the above models we have as-
sumed that the galaxy sizes do not evolve intrinsically with
time except in the case of mergers. Figure 3 shows that this
no-size-evolution model is in reasonable agreement with the
data, especially in the SDF. In order to check possible size
evolution, we have also calculated the model prediction with
a simple intrinsic size evolution (i.e., not caused by mergers)
as , with and 1, where is the effectivezr ∝ (1" z) z p !1 re e
radius of galaxies. The model is favored rather thanz p !1
the no-size-evolution model by the HDF galaxies, and hence
we also show the resolution fraction of this case in Table 1.
The resolution fraction becomes larger by the size evolution
with , because galaxies with smaller size are more eas-z p !1
ily detected when luminosity is fixed.
The discrepancy between HDF and SDF size distributions

is probably coming from dependence of size evolution on gal-
axy types. There is no evidence for number or size evolution
for elliptical galaxies, while later type galaxies seem to have
evolved in size and number to some extent. In either case, there
is no evidence that the size of high-z galaxies is intrinsically
larger than local galaxies ( ), and hence it is very unlikelyz 1 0

Figure 3. The contribution of each of the individual errors as a percentage of the eIGL measurement as a function of wavelength (as indicated). The black line shows
the total error, which is mostly dominated by cosmic variance in the optical, near-IR, and mid-IR bands but by random errors in the far-IR band.

Table 3
The Compendium of Galaxy Number-counts in 21 Bands Assembled from Various Sources and Contained in One FITS File

Facility Filter Mag. Bin N(m) Δ N(m) Seq. CV Reference
Name Name Center (mag) (0.5 mag−1 deg−2) (0.5 mag−1 deg−2) No. (%)

GALEX FUV 14.0 0.01331 0.00941 1 5 Wright et al. (2016)
GALEX FUV 14.5 0.01331 0.00941 1 5 Wright et al. (2016)
GALEX FUV 15.0 0.01996 0.01152 1 5 Wright et al. (2016)
Herschel SPIRE500 14.8586 4107.05 617.418 3 5 Béthermin et al. (2012)
Herschel SPIRE500 15.2244 4898.7 735.368 3 5 Béthermin et al. (2012)
Herschel SPIRE500 15.612 5556.47 1385.51 3 5 Béthermin et al. (2012)

Note. A sample of the first and last three lines of the data file is shown here. Columns 1 and 2 indicate the facility and filter from which the data are derived. Column 3
shows the magnitude bin center, Column 4 the number-counts within that bin, and Column 5 the error as provided. Column 6 refers to the data set number for that
filter, Column 7 the cosmic variance as shown in Table 1, and Column 8 the literature reference for the data.
(This table is available in its entirety in FITS format.)

Figure 4. Our measurement of the eIGL based on extrapolated number-counts in each band compared to literature measurements taken from Dwek & Krennrich
(2013). The black line depicts a phenomenological model from S. K. Andrews et al. (2016, in preparation). The blue data points are attempted direct measurements
that require accurate modeling of both the Milky Way and zodiacal light.
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Figure 3. The luminosity density (integrated luminosity function of sources within a given redshift range) in our models versus redshift at 1500, 2800 Å, and
in the B, z and K bands (approximately 4500, 9130 Å and 2.2 µm, respectively). The final panel on the lower right shows the total amount of energy that is
absorbed and reradiated by dust at IR energies; units on the y-axis for this panel are solar luminosities per Mpc3. The solid black line is our WMAP5 prediction
with evolving dust, and the dotted line are prior results from our C!CDM model. Dash–dotted violet shows the predictions from our WMAP5 model using
fixed dust attenuation parameters. The long–short dashed red line is the prediction of D11. Observational data shown here are as follows. 1500 Å: blue squares
are from Dahlen et al. (2007), red stars are from Schiminovich et al. (2005), green stars are from Bouwens et al. (2007) and orange circles are from Reddy et al.
(2008). The solid purple circle is a local measurement with GALEX by Wyder et al. (2005). 2800 Å: blue squares and the purple circle are again from Dahlen
et al. (2007) and Wyder et al. (2005), respectively. Red stars are from Gabasch et al. (2006). B band: blue squares are from Dahlen et al. (2005). DEEP and
COMBO-17 data from Faber et al. (2007) are shown as red stars and open red squares, respectively (these are very similar). This Combo-17 data is an update
to that originally presented in Wolf et al. (2003), and we show the original points as green stars. The work of Marchesini et al. (2007) is shown as open purple
hexes. z band: local measurements are provided by Montero-Dorta & Prada (2009) (red) and Blanton et al. (2003) (green). Blue squares are from Gabasch
et al. (2006). K band: the local determination is from Kochanek et al. (2001). High-redshift data are from Barro et al. (2009) (blue squares) and Arnouts et al.
(2007) (open red circles). Total IR luminosity: observational estimates of the IR emissivity are from Caputi et al. (2007) (open blue pentagons), Reddy et al.
(2008) (green circles), Rodighiero et al. (2010) (purple stars) and Le Floc’h et al. (2005) (red crosses).

not affected by any further interactions except for cosmological
redshifting. This is an acceptable approximation for photons at en-
ergies below the Rydberg energy of 13.61 eV. Photons above this
energy are strongly attenuated by neutral hydrogen when leaving
their galaxy of origin. At higher energies, photons are also capable
of interacting with residual neutral hydrogen and, if sufficiently en-
ergetic, neutral and singly ionized helium in the IGM. The effect
of these processes on the ionizing EBL is the topic of our previous
work in Gilmore et al. (2009). The total flux of the integrated EBL
as well as the contributions from the optical–near-IR and far-IR
peaks and the mid-IR valley for each model are shown in Table 1.

3.1.3 Evolution of the background flux

A correct determination of gamma-ray opacity at distances beyond
the very nearby universe, z > 0.05, requires accounting for the
redshift-dependent evolution of the background at all wavelengths.
The sharply increasing SFR density from z = 0 back to z ∼ 2,
combined with the (z + 1)4 evolution of proper flux in redshift means
that the background was considerably more powerful in the recent
past, a fact that can only be neglected in gamma-ray attenuation
calculations for the closest extragalactic sources. With observations
of VHE extragalactic sources now stretching out to redshifts of over

C© 2012 The Authors, MNRAS 422, 3189–3207
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Fig. 18. The cosmic SFR density as a function of redshift. The red and
blue solid lines represent the predictions by model with the N-body data of
ν2GC-H1 (red) and ν2GC-H2 (blue), respectively. The parameters related
to baryon physics are the same in these models. We also show the obser-
vational data estimated by dust continuum (Pascale et al. 2009; Rodighiero
et al. 2010; Karim et al. 2011) and UV continuum (Ouchi et al. 2004;
Cucciati et al. 2012; Bouwens et al. 2014). The data of Hopkins (2004) are
the compilation of various observations. All the data points are corrected for
dust extinction, by the methods adopted in individual references. The data
points of Bouwens et al. (2014) are obtained by integrating LF down to the
MAB(1500 Å)< -17.0, while the other observations and our model includes
the contribution from all galaxies. The SFR of model galaxies are converted
into those with Salpeter IMF from those Chabrier IMF, by multiplying a factor
of 1.8.

the model and observation is partly due to a contribution from
AGNs, which is included in the observational data while not
included in the model.

6.3 Redshift evolution of K-band luminosity function

Figure 21 shows the redshift evolution of rest-frame K-band
LF. The observational data are obtained by Cirasuolo et al.
(2010). The model well reproduces the bright-end of LFs even
at z = 2.0, which was not able to reproduce in our previous
model. In new model, formation of massive galaxies are sup-
pressed by AGN feedback only at low-redshift, and therefore
the model can reproduce the bright-end LFs of local and high-
z galaxies at the same time. On the other hand, the model
overestimates the abundance of dwarf galaxies over all redshift
range. This discrepancy might suggest that SN feedback should
be more efficient at high-z. However, there still remains some
uncertainties in the observation. For example, cosmic variance,
systematic error in k-correction, and incompleteness of the sur-
vey due to a surface brightness limit will affect the measurement
of the faint-end slope of high-z K-band LFs.

7 Summary
In this paper we present a new cosmological galaxy formation
model, ν2GC, as an updated version of our previous model,
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shown by solid black line. For the purpose of comparison, we also show the
model without dust extinction (dotted line). Those model predictions include
a contribution from all galaxies. The data points of Bouwens et al. (2014)
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Figure 1. Cosmic star formation history. The solid curve shows the total in the baseline Mitaka model, while the dashed, dotted, dot-dashed, and double-dot-dashed
curves show the fractional contributions from stars with metallicity Z/Z! < 5 × 10−3, 5 × 10−3 ! Z/Z! < 2 × 10−2, 2 × 10−2 ! Z/Z! < 1, and Z/Z! " 1,
respectively. We also plot the observational data compiled by Hopkins (2004), that deduced from LBGs (Ouchi et al. 2004; Bouwens et al. 2007, 2008; Mannucci et al.
2007; Verma et al. 2007), and that inferred from GRBs (Yüksel et al. 2008; Kistler et al. 2009). For the LBG sample, limiting luminosities adopted by each author are
indicated in the corresponding legend in terms of the characteristic luminosity L∗ of the LF.
(A color version of this figure is available in the online journal.)

et al. 2007, 2010). As regards Pop-III stars, in view of the
presently large theoretical uncertainties on their formation ef-
ficiency, metal production, conditions for transition to Pop-II
star formation, etc., we choose not to fully incorporate them
into our semi-analytical scheme. Instead, their formation his-
tory is characterized in a simple, parameterized way, which we
constrain by modeling the cosmic reionization process and com-
paring with available observations, particularly the Thomson
scattering optical depth measured by the Wilkinson Microwave
Anisotropy Probe (WMAP).

We introduce our semi-analytical model in Section 2. Cos-
mic reionization is modeled and compared with observations
in Section 3. Section 4 presents the results of our EBL mod-
els. The consequent gamma-ray opacity and comparison with
current gamma-ray observations are described in Section 5. We
conclude in Section 6. Throughout this paper, we adopt the stan-
dard cosmological parameters of (h, ΩM, ΩΛ) = (0.7, 0.3, 0.7),
and a Salpeter initial mass function (IMF; Salpeter 1955) within
a mass range of 0.1–60 M!.

2. SEMI-ANALYTICAL GALAXY FORMATION MODEL

In the framework of the Mitaka semi-analytical model of
galaxy formation, we follow the merger history of dark matter
halos and the evolution of baryonic components. The evolution
of the baryons within halos is modeled with physically mo-
tivated, phenomenological prescriptions for radiative cooling,
star formation, supernova feedback, chemical enrichment, and
galaxy merging. We can compute a variety of physical and obser-
vational quantities for individual galaxies as well as the global
average over the universe at any redshift, such as the CSFH, and
LFs and dust content of galaxies. A mock catalog of galaxies can
be generated that can be compared with different observations.
More details of the Mitaka model are described in Nagashima
& Yoshii (2004), Kobayashi et al. (2007), and Kobayashi et al.
(2010). Several free parameters in the prescriptions for baryons

are fixed so that they fit a number of observed properties of local
galaxies, such as their B-band and K-band LFs, neutral gas frac-
tion, and gas mass-to-luminosity ratio as a function of B-band
luminosity (Nagashima & Yoshii 2004). For simplicity and con-
sistency, we keep these parameters unchanged throughout this
paper.

2.1. Cosmic Star Formation History

Figure 1 shows the CSFH expected in the Mitaka model over
z = 0–18 in different ranges of metallicity. Pop-III stars are ex-
pected to form from gas with metallicity below a critical value,
such that the gas can only cool rather inefficiently through ro-
tational transitions of molecular hydrogen, which leads to frag-
mentation into relatively massive protostellar clouds, and ulti-
mately the formation of very massive stars. Once the metallicity
exceeds this value, the gas can cool more efficiently via metal
emission lines, and a transition to the formation of less mas-
sive, Pop-II stars is thought to take place (e.g., Mackey et al.
2003; Bromm & Loeb 2003; Yoshida et al. 2004). However, the
exact value of this critical metallicity has been debated, rang-
ing from Z = 10−6 Z! = 10−7.7 (Schneider et al. 2006) to
Z = 10−2 Z! = 10−3.7 (Aykutalp & Spaans 2011).8 In this pa-
per, we consider stars with metallicity Z < 10−4 = 5×10−3 Z!
to correspond to Pop-III stars. We adopt a Salpeter IMF in the
mass range of 0.1–60 M! for all types of stars. Recent radiation-
hydrodynamics simulations of Pop-III star formation suggest
that their typical masses may be limited to !40 M! due to ra-
diative feedback effects (Hosokawa et al. 2011), which would
be in accord with our choice of the maximum mass for Pop-III
stars.

We also plot the data compiled by Hopkins (2004), Pascale
et al. (2009), Rodighiero et al. (2010), Karim et al. (2011),

8 We adopt Z! % 0.02 (Anders & Grevesse 1989; Grevesse & Sauval 1998),
although an updated value of Z! % 0.0134 has been given by Asplund et al.
(2009).
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The origin of the EGB in the LAT energy range.

4

Unresolved sources Diffuse processes
Blazars

Dominant class of LAT extra-
galactic sources. Many estima-
tes in literature.  EGB contribu-
tion ranging from 20% - 100% 

Non-blazar active galaxies
27 sources resolved in 2FGL 
~ 25% contribution of radio 
galaxies to EGB expected. 
(Inoue 2011)

Star-forming galaxies
Several galaxies outside the 
local group resolved by LAT. 
Significant contribution to EGB 
expected. (e.g. Pavlidou & Fields, 
2002)

GRBs
High-latitude pulsars

small contributions expected. 
(e.g. Dermer 2007, Siegal-Gaskins et al. 

2010) 

Intergalactic shocks
widely varying predictions of 
EGB contribution ranging from 
1% to 100% (e.g. Loeb & Waxman 
2000, Gabici & Blasi 2003)

Dark matter annihilation
Potential signal dependent on 
nature of DM, cross-section and 
structure of DM distribution 
(e.g. Ullio et al. 2002)

Interactions of UHE cosmic 
rays with the EBL

dependent on evolution of CR 
sources, predictions varying from 
1% to 100 % (e.g. Kalashev et al. 2009)

Extremely large galactic 
electron halo (Keshet et al. 2004)
  

CR interaction in small solar 
system bodys (Moskalenko & Porter 
2009)

264 G. Ghisellini et al.

Figure 9. Comparison between the new and the original blazar sequence for all blazars. Note that the original blazar sequence considered five radio luminosity
bins, while the new one considers bins in the γ -ray band.

density U ′
ext as measured in the comoving frame of the emitting jet

region, moving with a bulk Lorentz factor ". This is of the order:

U ′
ext ∼ "2 [UBLR + UT] , (5)

where the unprimed quantities are measured in the black hole frame.
UBLR and UT are the radiative energy densities due to the BLR and
the torus, respectively.

If the radius of the broad-line region (BLR), RBLR, scales
as RBLR ∼ 1017L

1/2
d,45 cm, we have (see e.g. Ghisellini &

Tavecchio 2009):

UBLR = aLd

4πR2
BLRc

∼ 1
12π

erg cm−3. (6)

where we have assumed a covering factor a = 0.1 for the broad-line
clouds.

A similar argument can be made for the relevant distance of the
molecular torus. We can assume that the absorbing dust survives
at a temperature TT < 103 K. We can also assume that the torus
re-emits all the disc radiation it intercepts. This is a fraction f of Ld,
that depends on the geometry of the torus itself. For simplicity, and
very crudely, let us assume that its shape is similar to a portion of
a sphere of radius RT that is also the distance from the black hole.
Assuming that f 4πR2

T is the total surface of the torus, we have

4πf R2
TσSBT 4

T = f Ld → RT ∼ 1.2 × 1018L
1/2
d,45T

−2
T,3 cm. (7)

Since RT ∝ L
1/2
d , also the energy density UT produced by the torus

is constant, as long as we are at a distance smaller than RT from the
black hole:

UT ∼ 0.07f

12π
erg cm−3. (8)

We can conclude that in the comoving frame, U ′
ext ∝ "2, therefore

it is nearly constant if the "-factor is approximately the same in
different sources. In this case the cooling rate is the same in FSRQs
of different power.

For BL Lacs, instead, the main radiation mechanism for the high-
energy hump is the synchrotron self-Compton process. It strongly
depends upon the synchrotron radiation energy density in the

Figure 10. Top panel: the SED of a few FSRQs (PKS 1352–104, z = 0.33;
PKS 1346–112, z = 0.34; S4 0110+49, z = 0.389 and 5BZQ 1153+4931,
z = 0.334) compared with the SED of 1ES 0502+675 (z = 0.34), a blue
BL Lac object. All blazars have the same Lγ (they belong to the same bin
45 < log(Lγ /erg s−1) < 46), but they have very different SEDs. The red
(for the FSRQs) and blue (for the BL Lac object) lines correspond to a
model (Ghisellini & Tavecchio 2009) that tries to explain the IR to GeV
emission, including the thermal components. The black hole mass found for
the FSRQs is around 108M' and the disc luminosity is Ld = 0.1LEdd. For
BL Lac, we assumed a black hole mass 109M' and Ld = 104LEdd. Bottom
panel: the same occurs also at smaller luminosities. In this figure, PMN
0017–0512 (z = 0.227, orange line) is an FSRQ with a visible accretion disc
component, while PMN 2014–0047 (z = 0.23, black solid line) is a BL Lac
object. FSRQs with black hole of low mass and disc luminosity Ld ∼ 0.1LEdd
have jets of relatively small luminosities, but have an SED looking alike the
most powerful blazars. On the contrary, BL Lacs with a large black hole
mass but with L(10−2LEdd may have the same Lγ but completely different
SEDs.

MNRAS 469, 255–266 (2017)
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Results 

•  EGB total intensity of 1.1×10-5 ph cm-2 s-1 sr-1 
•  Blazars contribute a grand-total of  (5-7)×10-6 ph cm-2 s-1 sr-1 

–  Resolved sources : ~4×10-6 ph cm-2 s-1 sr-1 
–  Unresolved blazars: ~(2-3)×10-6 ph cm-2 s-1 sr-1 (in agreement with Abdo+10) 
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Figure 1. Summary of the results of previous CIB measurements in the infrared and submillimeter wavelength ranges with from the following space missions:
COBE/DIRBE (diamonds; Hauser et al. 1998) as upper limits, COBE/FIRAS (shaded region in the submillimeter range; Fixsen et al. 1998), IRAS and ISO (thin
line with downward arrows at 60 and 90 µm and cross in 150–180 µm, respectively; Juvela et al. 2009), IRTS (shaded region in the near infrared; Matsumoto et al.
2005), and HST (open triangles in the near infrared; Thompson et al. 2007). For comparison, we also show various foreground emission components of the dark sky:
zodiacal light (ZL), zodiacal emission (ZE), starlight (SL; K > 9 mag), diffuse Galactic light (DGL), the Galactic cirrus (ISD), and the CMB. The integrated flux
from the galaxy counts, obtained by deep surveys from the ground in the near-infrared and submillimeter ranges and via space telescopes in the mid- and far-infrared
(ISO, Spitzer, and AKARI) (Totani et al. 2001; Kawara et al. 1998; Puget et al. 1999; Matsuhara et al. 2000; Kawara et al. 2004; Dole et al. 2004; Frayer et al. 2006a;
Matsuura et al. 2007; Shirahata et al. 2008), is indicated by the filled triangles connected with thin lines. Stacking the 24-µm galaxies for the Spitzer/MIPS map
(open triangles) and the BLAST map (open circles) results in good agreement with the predicted CIB level from a galaxy evolution model by Lagache et al. (2004)
(dotted line).

scattered by interstellar dust), Galactic cirrus emission (ther-
mal emission from interstellar dust), and the cosmic microwave
background (CMB). Note that at mid-infrared wavelengths it
is currently impossible to detect the CIB because the zodiacal
emission is too bright. In the near infrared and far infrared, the
foreground emission is relatively weak, and careful modeling
and subtraction of the foreground enable one to extract the CIB
from the measured sky brightness.

As seen in Figure 1, the CIB spectrum at wavelengths
longer than 200 µm has been well constrained with the FIRAS
instrument on COBE (Puget et al. 1996; Fixsen et al. 1998).
However, results of photometric measurements at wavelengths
shorter than 200 µm with the DIRBE instrument on COBE are
divergent in the mean levels of the CIB brightness, mainly
due to the strong and uncertain foreground contamination of
zodiacal emission, which dominates the brightness of the entire
sky, even though the Galactic foreground may be sufficiently
weak in low cirrus regions (Hauser et al. 1998; Lagache et al.
2000; Finkbeiner et al. 2000). Although the CIB brightness
was recently estimated using ISOPHOT data, independent of
COBE data, the 90-µm data gave only an upper limit, and
the measurement accuracy of the CIB brightness in the 150–
180-µm range was in fact worse than that of COBE (Juvela
et al. 2009). Figure 1 clearly shows a wavelength desert of
the CIB measurement at shorter far-infrared wavelengths, i.e.,
<200 µm. Hence, new measurements of the mean level of the
CIB are required in this region.

In the last decade, many observational efforts were made to
resolve the CIB into individual galaxies via far-infrared deep
surveys with infrared space telescopes such as ISO, Spitzer, and
AKARI (Kawara et al. 1998; Puget et al. 1999; Matsuhara et al.
2000; Kawara et al. 2004; Dole et al. 2004; Frayer et al. 2006a;
Matsuura et al. 2007; Shirahata et al. 2008), and consequently

the origin of the CIB became clear. As shown in Figure 1,
however, the detected galaxies account for only a small fraction
(∼10%) of the measured CIB brightness in the far infrared.
Frayer et al. (2006b) claimed that they resolved more than
half the model CIB at 70 µm into point sources in a single
deep survey toward the GOODS-N field. In the mid-infrared, a
lower limit of the CIB at 24 µm was derived from the integrated
number counts, and this is thought to account for ∼70% of the
model CIB at 24 µm (Papovich et al. 2004). Dole et al. (2006)
obtained lower limits for the CIB at 70 and 160 µm via a stacking
analysis of detected sources at 24 µm, finding that the mid-
infrared sources contribute ∼80% of the CIB in the far infrared,
as shown in Figure 1 by the dotted line. In the submillimeter
range, a similar stacking analysis of 24-µm galaxies against the
deep surveys at 250, 350, and 500 µm by the Balloon-borne
Large-Aperture Submillimeter Telescope (BLAST) experiment
revealed that the 24-µm sources produce almost the entire CIB
in the submillimeter range measured with FIRAS (Devlin et al.
2009; Marsden et al. 2009). Although these studies, using the
Spitzer 24-µm surveys, provided strong constraints on the mean
CIB level, the current limit of direct measurement of the CIB as
diffuse emission in the far-infrared range is still high enough to
allow the existence of new populations.

Measuring the spatial fluctuations (anisotropy) of the CIB
is a powerful method of investigating the unresolved galaxy
population below the detection limit and yields little con-
tamination from the foreground. The CIB fluctuation analysis
was pioneered for the COBE/DIRBE data (Kashlinsky et al.
1996a; 1996b). The angular power spectrum of the CIB fluc-
tuations is an important observation to trace the distribution of
star-forming galaxies with respect to the clustering bias in dark-
matter halos. The fluctuation measurement is especially effec-
tive at longer wavelengths, where direct measurement of the
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systematic uncertainty of the nominal EBL spectrum is
indicated by an error band. The nominal near-IR EBL surface
brightness is similar to or slightly lower than the DIRBE
(Cambrèsy et al. 2001; Sano et al. 2015, seereferences to other
previous works therein) and IRTS (Matsumoto et al. 2005,
2015) measurements derived using the Kelsall ZL model, but
higher than the DIRBE measurement derived using the Wright
ZL model (Wright 1998; Levenson et al. 2007). We find
a nominal EBL surface brightness of �

�42.7 10.6
11.9 nWm−2 sr−1

at 1.4 μm. This is out of theallowed range of the EBL of
15±5 nWm−2 sr−1 at 1.4 μm derived from HESS (High
Energy Spectroscopic System) gamma-ray absorption spectra
(H.E.S.S. Collaboration 2013). Our derived EBL spectrum,
which decreases toward visible wavelengths from a peak
around 1.5 μm, cannot be attributed solely to residual ZL
foreground because the spectrum of the EBL is redder than the
ZL component shown in Figure 10.

6.2. EBL with Wright ZL Model

We must evaluate our nominal result given the large
uncertainties of the ZL models. We also calculate the EBL
assuming the Wright ZL model with a “very strong no
zodi principle” (Wright 2001), and confirm thatthe EBL is

�
�7.0 12.6

13.1 nWm−2 sr−1 in an equivalent DIRBE band at 1.25 μm,
which is consistent with Levenson’s et al. EBL of 21.3±
15.1 nWm−2 sr−1 within the errors. However, the derived EBL
is negative for λ<1.0 μm and less than the IGL for
λ<1.3 μm. The EBL derived from the Wright model is

unphysical, it is also redder than the ZL spectrum. As
previously noted, the Wright model does not fit the observed
field difference data as well as the Kelsall model.

Figure 10. Template spectrum of ZL. The weighted mean of difference sky
spectra observed in the second, third, and fourth flights is indicated by the
circles, triangles, and diamonds, respectively. For differing the sky spectra, the
Vega and Bootes-B fields are not used from the second flight, the Lockman
Hole field is not used from the third flight, and the DGL field is not used from
the fourth flight. The third flight ZL template is shown here for a reference,
while the third flight data are not used for the EBL analysis as described in
Section 2.2. The error bars indicate the weighted standard deviation for the
difference spectra. The filled circles connected with adotted line denote the
mean spectrum for the all flights. A few percent differencein the ZL templates
among the flights exceeding the error bars could be due to systematic error in
the gain calibration. Our measured ZL spectrum is redder than solar spectrum
(thin line, http://rredc.nrel.gov/solar/spectra/am0), and the weak spectral
features from 0.9 to 1.4 μm causing the reddening are associated with silicates
as reported by first flight CIBER measurements (Tsumura et al. 2010). The
amplitude of the solar spectrum is scaled to the data at 1.6 μm.

Figure 11. Measured EBL spectrum. Our nominal EBL result with the combined
data from the two flights assuming the Kelsall ZL model (Kelsall et al. 1998, filled
circles) is compared with previous results by COBE (Levenson et al. 2007; Sano
et al. 2015, 2016, filled andopen squares), IRTS (Matsumoto et al. 2015,
horizontal bars), and AKARI (Tsumura et al. 2013c, open triangles) in the near-
infrared, and by Pioneer10/11 (Matsuoka et al. 2011, open diamonds), HST
(Bernstein 2007, crosses), and observations from the ground with the dark-cloud
method (Mattila et al. 2011, open circles) in the visible. Our error bars indicate the
total statistical error. The dotted lines are upper and lower bounds (68%
confidence) on our nominal result for the total systematic error including the
absolute calibration error, and the modeling error on ISL and DGL subtraction.
The thin solid curve gives the IGL derived from deep galaxy counts (Keenan
et al. 2010). The filled triangles (with statistical errors only) give our measured
EBL using the Wright ZL model (Wright 2001), which produces an unphysical
EBL below the IGL at λ < 1.3 μm. The thick solid line indicates a model-
independent lower limit (Minimum EBL) with statistical error bars, and the upper
and lower dotted lines are systematic error boundary (see the text). This limit is
derived by subtracting a scaled amplitude of ZL such that the derived EBL
matches the IGL at 0.8–1.0 μm, given by the thick dashed line. The hatched
region indicates the error boundary of the EBL derived from intergalactic
absorption of gamma-rays by HESS (H.E.S.S. Collaboration 2013).

Table 3
Summary of the EBL Results

Wavelength Nominal EBLa Minimum EBLa

(μm) (nWm−2 sr−1) (nWm−2 sr−1)

0.80 41.1±4.8 + 15.7/−15.3 L
0.83 30.6±4.4 + 15.8/−14.7 L
0.86 23.1±4.2 + 15.1/−14.4 L
0.90 29.6±3.2 + 14.1/−14.0 L
0.95 34.2±3.3 + 13.8/−13.7 L
1.00 31.2±3.5 + 13.4/−13.5 L
1.05 31.3±3.2 + 13.1/−12.9 7.9±3.8 + 1.5/−0.6
1.11 36.7±2.8 + 12.6/−12.6 15.4±3.4 + 1.1/−0.8
1.18 32.5±2.2 + 13.3/−12.2 12.9±3.2 + 4.0/−0.9
1.25 38.7±2.1 + 12.6/−11.6 20.1±3.1 + 3.9/−1.1
1.33 41.7±2.0 + 11.3/−10.9 24.3±2.8 + 2.7/−1.3
1.42 42.7±2.3 + 11.7/−10.3 28.7±3.0 + 4.1/−1.5
1.51 37.8±2.9 + 16.4/−10.1 23.8±3.5 + 9.9/−1.4
1.60 41.1±3.3 + 15.6/−9.3 27.1±3.8 + 10.0/−1.5
1.70 35.7±2.8 + 13.3/−8.4 24.8±3.0 + 7.2/−1.4

Note.
a Mean value±Statistical error + Systematic error(upper/lower).
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Figure S8: Large angular scale structure in a field differenced third flight 1.1µm image.
The 1.1µm image for the field combination (NEP� ELAIS-N1) in flight third flight are shown.
The image has been smoothed with a Gaussian function with FWHM= 7.20 (corresponding to
` = 3000) to highlight large scale structure in the image.
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such that we do not need to invoke a new population of point sources on
the sky to explain the observations.

While keeping the shot-noise level the same, the measurements can
be explained by any physical effect that boosts the two-halo term of the
halo model of galaxy clustering22. One possibility is to increase the halo
masses of the faint, dwarf galaxies so that their clustering amplitude is
increased with a corresponding increase in their large-scale bias factor22.

The required modification needed to explain the fluctuation data is,
however, ruled out by the measured number counts and the redshift
distribution7. Because intensity anisotropies are measured, another
option is to introduce a luminosity component to the dark-matter
haloes that remain unmasked when the hosted bright galactic disks
are masked as part of the analysis. Such a possibility exists in the
literature in the form of diffuse halo stars in the extended stellar profile
of galaxies out to distances of 100 kpc (ref. 23). In our anisotropy
measurements, we mask the faintest detected galaxies to 3–4 arcsec,
which removes the light from the bulges and disks of those galaxies. To
remove the diffuse light component, we would have to mask to a radius
greater than 10 arcsec around each galaxy. The surface density of
galaxies down to AB-magnitude mAB , 22 at 3.6mm is such that we
expect 2 to 3 galaxies within a circle of radius 10 arcsec. Thus masks
which successfully remove the diffuse component leave no pixels on
the map from which to measure the anisotropy power spectrum.

Existing studies discuss this extended emission in terms of the diffuse
intrahalo light (IHL)15, explained as originating in tidally stripped stars
produced during galaxy mergers and collisions. The fraction of stripped
stars is expected to be a function of the halo mass, with more massive
haloes containing a larger fraction of the diffuse halo emission13,14,24.
On galaxy cluster scales, the diffuse intracluster light25,26 is a significant
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Figure 1 | The angular power spectrum of the unresolved near-infrared
background. Shown is the total power spectrum ‘2C‘=2p of SDWFS at 3.6mm
(a) and 4.5mm (b) as a function of the multipole moment ‘. The corresponding
angular scale 2p=‘ is listed on the upper x axis in units of arcminutes. SDWFS
imaging data were taken on the same field at four separate epochs in January
2004, August 2007, February 2008 and March 2008. Each epoch of data, taken
over 7 to 10 days, includes 4,300–4,900 IRAC frames that were combined to
make mosaics using the self-calibration algorithm17. The total integration time
is 6 min per pixel. These individual frames were first visually inspected and
cleaned of artefacts such as asteroidal trails and hot pixels. Through cross-
correlations between sum and difference maps between epochs, we make
independent measurements of the sky signal and noise. The final power
spectrum (filled circles) is the average of the multi-epoch cross-correlation data
under the assumption that the instrumental noise is not correlated between
epochs. The two shaded regions show the expected contribution from z . 6
galaxies19 (blue) and low-redshift galaxies7 (yellow) based on two model
predictions in the literature. The lines shows a diffuse IHL model where we
show the signal in terms of the total (solid), one (dashed-dotted) and two
(dotted) halo terms. The dashed line is the best-fit shot-noise signal that
dominates the anisotropies at small angular scales. In a and b, the error bars are
1s uncertainties in the power spectrum. They are determined by propagating
the errors from the beam measurement into the power spectrum, while the
simulations, based out of noise measurements, were used to obtain
instrumental and sky variance. The quadratic sum of these errors and the map-
making transfer function uncertainty constitutes the final error estimate.
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Figure 2 | The IHL fraction from diffuse stars as a function of the halo mass.
The dark and light blue shaded regions show the 95% and 68% range of
intrahalo light fraction fIHL relative to the total luminosity of the dark-matter
haloes as a function of the halo mass M from an analytical prediction14, valid for
fIHL . 4 3 1024 and M . 5 3 1010 M[ and at z 5 0. We show the case where
dark matter subhaloes on orbits passing within a critical radius of the host halo
centre contribute their light to the central galaxy rather than to the diffuse
component. We also show a prediction where fIHL is constant13, due to dwarf
galaxies that are completely destroyed, with a value of ,0.005 when
M = 5|1011 M8 (solid line fixed at fIHL 5 5 3 1023). The downward arrow
indicates the possibility that the constant fIHL value for low-mass haloes may be
smaller at higher redshifts. The red and orange hatched regions at the bottom of
the plot are the preferred 68% and 95% confidence level range, respectively, on
fIHL from our analysis of the SDWFS near-infrared anisotropy power spectrum.
The mass range is determined by the minimum and maximum halo masses
consistent with the halo model fit that includes the IHL component. Both the
mass and fIHL ranges are valid over the broad redshift interval from z 5 1 to 4
over which the anisotropy signal is generated. We do not find a significant halo
mass dependence on the IHL fraction, with the mass-dependent power-law
having a value of 0.09 6 0.01 between 109 and 1012 M8 (see Supplementary
Information section 9), consistent with the possibility that fIHL is mass
independent13 when M = 5|1011 M8. Our model requires the total
luminosity/halo-mass relation to evolve with redshift as (1 1 z)1.2 6 0.1. This
luminosity evolution with redshift can also be absorbed into the evolution of
fIHL(M) with redshift. For reference, we also show measurements (open
diamonds) and 1s errors of the intracluster light26, the galaxy group and cluster
analogue for IHL when Mw5|1013 M8. At halo masses around 1012 M8 we
show (red arrows) the 95% confidence level upper limit on fIHL estimated for
Milky Way29 and Andromeda (M31)30.
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spectra tend to produce more energy in Ly! and two-photon
emission than in stellar emission. In both cases, however, the
total radiative efficiency is about the same: "h#"i ! 10"3. This
is merely an approximate conservation of energy: initially all
the energy was generated by nuclear burning in stars. The gen-
erated energy is then radiated or reprocessed, but the sum should
be more or less the same as the input energy. (Of course, con-
servation cannot be exact because we have ignored other emis-
sion processes such as Balmer lines, helium or metal lines, etc.
If the H ii region expands, additional energy would be lost to
expansion.) This property makes the prediction of the near-
infrared background very robust, up to an unknown star for-
mation rate, $̇# , which is constrained by a comparison to the
observational data.

4. SPECTRUM OF THE NEAR-INFRARED BACKGROUND

4.1. Dependence on Metallicity and Initial Mass Spectrum

By integrating the volume emissivity over redshift, we obtain
the background intensity spectrum of the near infrared from early
stars (eq. [4]). To do this, however, one needs to specify the evo-
lution of the star formation rate over time, $̇#(z), which is un-
known. Therefore, for simplicity, we shall assume that the star
formation rate is constant over time, at least for the redshift range
of interest. In other words, we calculate the intensity spectrum
for a given ‘‘time-averaged’’ star formation rate. Figures 3 and
4 show "I"/$̇# for stars in three redshift ranges, z ¼ 7 15, 15–
30, and 7–30. These figures clearly show that the intensity at
1–2 %m is almost entirely determined by the contribution at
z ¼ 7 15. (Note that Ly! lines at z ¼ 7 15 are redshifted to

1–2%m.) Therefore, the spectrumof the near-infrared background
at 1–2 %m constrains the star formation rate at z ¼ 7 15!

Table 1 summarizes values of "I"/$̇# averaged over 1–2 %m.
Within 1–2 %m, the intensity is dominated by Ly! emission. For
metal-poor stars, there is also a significant contribution from the
stars themselves, which brings the overall intensity for metal-
poor andmetal-free stars to be about the same. This seems striking
but is merely a consequence of approximate energy conservation,
as discussed in x 3.6 Therefore, the predicted intensity is not sen-
sitive to stellar metallicity.

As for the dependence on the initial mass spectrum, f (m),
heavier mass spectra tend to give higher background intensities.
Energetics implies that the dependence of "I"/$̇# on metallicity
or f (m) should be essentially given by that of the nuclear burn-
ing efficiency averaged over a population of stars. Column (9) of
Table 1 shows the mass-weighted mean nuclear burning effi-
ciency, L#bol& / mc

2ð Þ
! "

, which is tightly correlated with the total
signal. Therefore, one can explore the dependence of the near-
infrared background on these parameters by simply calculating
the nuclear burning efficiency dependence on these parameters.
In order to illustrate how nuclear burning efficiency changes with
respect to the shape of f (m), we show the efficiency for various
values of the lower mass limit, m1, and the critical mass, mc, for
the Salpeter (eq. [23]) and Larson (eq. [24]) initial mass spectra in
Figure 5. The average nuclear burning efficiency form1> 20M'
depends very weakly on mc, while the dependence is stronger
for m1< 20 M'. Dependence on m1 also becomes stronger as

Fig. 3.—Spectrum of the near-infrared background, "I" /$̇#, for star formation from z ¼ 7 to 15 with various assumptions about metallicity and initial mass spectrum.
(‘‘SFR’’ in the axis label denotes $̇#.) The left panel shows the metal-free case (Z ¼ 0), while the right panel shows the metal-poor case (Z ¼ 1/50 Z'). The solid, dashed,
and double-dot–dashed lines represent the Salpeter, Larson, and top-heavy mass spectra, respectively. The thick black lines show the total spectrum, while the thin purple,
cyan, green, red, and orange lines show the individual contribution from free-free, free-bound, stellar, Ly!, and two-photon emission, respectively.

6 We thank Paul R. Shapiro for pointing out the potential importance ofmetal-
poor stars for the near-infrared background.
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equation (36) and equation (36) divided by the mean number of
generations of stars, Ngen , given by

Ngen ¼
t(7 < z < 15)Rm2

m1
dm f (m)!(m)

; ð37Þ

where t (7 < z < 15) ¼ 266Myr is the cosmic time elapsed dur-
ing z ¼ 7 15. Table 3 tabulates Ngen for various assumptions
about the metallicity and initial mass spectrum. From this we
conclude that, to explain the cosmic near-infrared background
by early generations of stars, 0.016%–12% of baryons need to
be processed in stars at a given time between z ¼ 7 and 15. If we
take the lower 1 " limit, only 0.016%–0.49% of baryons need
to be processed in stars (depending on metallicity and mass
spectrum); this is not a daunting requirement and does not exclude
the stellar origin of the cosmic near-infrared background.8

5.3. Comparison with Low-Redshift Data

How does the inferred star formation rate at z ¼ 7 15 com-
pare to the low-z rate? Figure 6 compares the cosmic star for-
mation rate at z < 5 (Gabasch et al. 2004)9 to that constrained by
the near-infrared background. While uncertainty due to sub-
traction of the zodiacal light is large, it is quite clear that the star
formation rate at z ¼ 7 15 required to account for the cosmic
near-infrared background data is much higher than that at z < 5
by more than an order of magnitude.

It must be emphasized, however, that Figure 6 is potentially
misleading: as we have already discussed, the star formation rate
inferred from the near-infrared background is only for stars more
massive than 5M$. On the other hand, the low-z data are primarily
dominated by low-mass stars; thus, Figure 6 might be comparing
apples and oranges. As such low-mass stars do not contribute to
the near-infrared background, it is not possible to infer their for-
mation rate directly. One may still estimate it by extrapolating the

initial mass spectrum down to lower masses, and by doing so the
total star formation rate at z ¼ 7 15 should rise. In other words,
the constraint shown in Figure 6 should be taken as a lower bound.
Also, dust extinction (whichwe have ignored), if any, wouldmake
the required star formation rate rise even higher.

6. METALLICITY CONSTRAINTS ON STAR FORMATION

One of the ways to constrain early star formation is to take into
account the amount of metals that can be produced without over-
polluting the universe.Metals ejected froma star have two origins:
(1) stellar winds, which inject metals into the IGM over the course
of the star’s lifetime, and (2) the final disruption of the star. Stars of
low metallicity end their lives in different ways and produce dif-
ferent amounts of metals, according to the initial mass of the star
(Heger et al. 2003; Portinari et al. 1998; Siess et al. 2002).

The metal yields of stars with initial metallicity of Z ¼ 1/50 Z$
were given in Portinari et al. (1998). These models of metal pro-
duction take into account stellar winds and supernova explosions.
The metal production efficiency (metal mass ejected from the
star divided by initial stellar mass) is shown in Figure 7. It is
clear that metal production depends strongly on the initial mass
of the star and how the star ended its life.

1. From 6 to 8 M$, the O/Ne/Mg core of the star collapses,
or the star ejects its outer envelope, leaving a white dwarf or
neutron star.

2. From 8 to 25M$, the iron core collapses, the star explodes
as a supernova, and a neutron star is left as a remnant. A sig-
nificant amount of metals are ejected.

3. From 25 to 40M$, there is a weak supernova, and a black
hole is created by fallback. The amount of metals that are ejected
into the IGM decreases sharply, leaving most of the metals
locked in the black hole.

4. From 40 to 100M$, the star directly collapses into a black
hole. The only metals produced are from mass loss during the
star’s life.

5. From 100 to 140 M$, a pulsational pair-instability super-
nova results. This ejects the outer envelope of the star, and then
the core collapses into a black hole. Metals in the outer envelope
pollute the IGM.

6. From 140 to 260 M$, a pair-instability supernova results,
which completely disrupts the star and leaves no remnant. All the
metals are ejected into the IGM.

Fig. 6.—Cosmic star formation rate. The shaded region shows the star for-
mation rate for m > 5 M$ constrained by the current data of the cosmic near-
infrared background, #I# % 2 50 nWm&2 sr&1, at 1–2 $m. The solid line shows
the star formation rate at z < 5 (Gabasch et al. 2004). Note that the shaded region
should be taken as a lower bound. (See discussion in x 5.3).

Fig. 7.—Ratio of ejected stellar metals and stellarmass vs. themass of the star.
Note that each jump corresponds to a different stellar fate. The lines correspond to
the fitting functions given in eq. (38). Diamonds correspond to the stellar models
given in Portinari et al. (1998).

8 Our argument so far has implicitly assumed that all baryonic gas in the
previous generation of stars is returned to the IGM and recycled in the subsequent
generation of stars. In reality, however, only a fraction of gaswould be returned (and
the rest of the gas would be locked up in compact remnants such as black holes);
thus, the real requirement would be somewhat larger than 0.016%–0.49%.

9 The rate at z < 5 has been shifted upward by 0.35 dex to correct for dust
extinction. More recent determination of the star formation rate by Drory et al.
(2005) agrees very well with Gabasch et al. (2004).
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Figure 9. The local (I = 0) spectral energy distribution of the EBL (black solid line, 1f model uncertainties is enclosed within the blue shaded area). The
green dotted and brown dashed-dotted lines are the semianalytical and phenomenological models of Gilmore et al. (2012) and Finke et al. (2010), while the
dashed blue and pink lines corresponds to the Domínguez et al. (2011a) and Helgason & Kashlinsky (2012) empirical curves, respectively. The yellow band
spans over the 1f limits for the local EBL determination of Desai et al. (2019), from blazars’ gamma-ray attenuation spectra. Finally, the red filled points come
from galaxy number counts in Driver et al. (2016b). Open symbols constitute a compilation of diverse direct measurements from the literature (see text).

Figure 10. Comparison between di�erent EBL models and measurements of the Cosmic Optical (COB, 0.1-8 `m) and Infrared Backgrounds (CIB, 8-1000 `m)
at I = 0 (similar to Driver et al. 2016b). The results from This Work are shown in black, while in brown, blue, green and yellow are the results from Finke et al.
(2010), Domínguez et al. (2011a), Gilmore et al. (2012) and Domínguez et al. (2019) models, respectively. The results from Madau & Pozzetti (2000), Dole
et al. (2006), Béthermin & Dole (2011) and Driver et al. (2016b) galaxy number counts are chronologically plotted in light-blue, purple, grey and red. We also
show the measured CIB if only combined MIPS+Herschel detections are included in our work, as discussed in the text. Uncertainties have been included only
when available in the literature.

Mortlock et al. (2016) and Andrews et al. (2017). Our NIR inten-
sities are systematically above the values given by Pozzetti et al.
(2003) and Cirasuolo et al. (2010) at all redshifts. The reason is that
these studies are shallower in fluxes than ours.

An observable directly related with the CSFR density is the
TIR luminosity density. Our 9) �' is shown in Figure 8 over 0 

I < 6, as well as the estimations from Pérez-González et al. (2005),
Rodighiero et al. (2010), and Burgarella et al. (2013, PEP/HerMES

2013). Note that the agreement between the di�erent measurements
is good at all redshifts.

Finally, the cosmic star-formation history (CSFH) can be com-
puted following Equation 3, using the NUV and TIR luminosities.
Our CSFH between 0  I < 6 is shown in Figure 8 in compari-
son with the Madau & Dickinson (2014), Rodríguez-Puebla et al.
(2017), Abdollahi et al. (2018) and Behroozi et al. (2019) results
(all results have been converted to a Chabrier IMF when needed).
We stress that our result is in agreement within errors up to I ⇠ 6

MNRAS 000, 1–17 (2020)
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Figure 9. Optical depth to γ γ interactions for observed gamma-ray energy Eγ and sources at z = 0.1, 0.3, 1.0, 3.0, 5.0, 7.0, and 10.0. The solid curves show our
baseline model, which is nearly indistinguishable from our models including Pop-III stars. The dashed, dotted, dot-dashed, double dot-dashed, and triple dot-dashed
curves show the models by Kneiske et al. (2004), Franceschini et al. (2008), Finke et al. (2010), Gilmore et al. (2012b), and Inoue et al. (2010a), respectively. The
shaded region represents the 95% confidence level measurement of the gamma-ray opacity by Fermi at z ≈ 1 (Ackermann et al. 2012). The horizontal thin dotted line
marks τγ γ = 1.
(A color version of this figure is available in the online journal.)
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(A color version of this figure is available in the online journal.)

optimized for the reionization epoch, they focused on z ! 4
and did not account for Pop-I stars with Z > 0.02 Z" or dust.
While a thorough comparison between the two models is not
feasible, the principal difference appears to be in the CSFH for

Pop-II stars, which is a factor of ∼3–10 higher at z " 6 in
Inoue et al. (2010a) compared to our baseline model here. This
demonstrates that such differences in the CSFHs can be clearly
distinguishable through future gamma-ray observations.
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Figure 7. The attenuation e−τ of gamma-rays versus gamma-ray energy,
for sources at z = 0.03, 0.1, 0.25, 0.5 and 1. Results are compared for our
fiducial WMAP5 (solid) and WMAP5+fixed (dash–dotted violet) models,
as well as the model of D11 (red dash–dotted). Increasing distance causes
absorption features to increase in magnitude and appear at lower energies.
The plateau seen between 1 and 10 TeV at low redshift is a product of the
mid-IR valley in the EBL spectrum.

Figure 8. The gamma-ray attenuation edges for the WMAP5 (solid black)
and WMAP5+fixed (dash–dotted violet) models and model of D11 (red
dash–dotted). The curves show the redshift at which the pair production
optical depth τ reaches the indicated value for a particular observed gamma-
ray energy. The groups of curves from lower left to upper right are the
contours for τ = 1, 3 and 10. We have included thin lines to guide the eye
at 50 and 100 GeV.

3.3 Results for TeV blazars

Today, exploration in the VHE (30 GeV to 30 TeV) regime is
led by >10-m-class imaging atmospheric Cherenkov telescopes
(IACTs) including the Very Energetic Radiation Imaging Tele-
scope Array System (VERITAS; Maier et al. 2008), High Energy
Stereoscopic System (HESS; Hinton 2004) and Major Atmospheric
Gamma-Ray Imaging Cherenkov (MAGIC; Cortina 2005) experi-

ments, and by the Large Area Telescope (LAT) instrument on the
Fermi gamma-ray space telescope (Atwood et al. 2009) and also
AGILE (Tavani et al. 2008).

The Fermi LAT spends most of its time in an-all sky survey mode,
and with its large area of view is therefore an ideal instrument for
finding high-energy sources. The 11-month source catalogue lists
685 high-energy sources associated with blazar candidates (Abdo
et al. 2010a). While the Fermi LAT has an energy range of 20 MeV
to ∼300 GeV, it has a much smaller effective area than the current
generation of ground-based instruments, and data from the instru-
ment is therefore most useful for our purposes at energies below the
threshold of these IACTs, 50–100 GeV. A detailed analysis of the
EBL constraints available from all Fermi observations of blazars
and gamma-ray bursts (GRBs) to date was the subject of a recent
paper by the Fermi collaboration, Abdo et al. (2010b). Current lim-
its on the EBL available from Fermi observations do not constrain
the UV flux predicted in Gilmore et al. (2009) or in the models
presented here.

In this section and the following section, we will focus on the
effect of the optical–IR EBL on AGN-type sources by IACTs at
!100 GeV. Ground-based detectors searching above 100 GeV have
identified 37 extragalactic AGN-like sources at the time of this
writing, including 32 BL Lac objects, radio galaxies M87 and Cen-
taurus A, and the flat-spectrum radio quasars 3C 279, PKS 1510−08
and PKS 1222+21. With the exception of the radio galaxies these
objects are all blazars, accreting AGN which generate tightly
beamed relativistic jets that are oriented at a small angle relative
to our line of sight. While they account for the large majority of de-
tected sources above 100 GeV, BL Lac objects are themselves only
a small subset (∼20 per cent) of all blazar sources, the other 80 per
cent being flat spectrum radio quasars like 3C 279.

3.3.1 Constraints from gamma-ray observations

While uncertainties and likely variation in the intrinsic spectrum of
blazars make it impossible to directly link the observed spectrum
to EBL attenuation, it is possible to translate limits on the spec-
tra to EBL constraints. The standard assumption in placing limits
on the EBL from individual spectra is that the reconstructed in-
trinsic spectrum should not have a spectral index harder than 1.5,
that is, " ≥ 1.5 where dN/dE ∝ E−" for photon count N, or al-
ternatively dF/dE ∝ E−("−1) for flux F. This figure comes about
both on the basis of experimental observations (no observed VHE
spectrum is harder than this value) and theoretical arguments. The
standard value for a single-zone synchrotron-self-Compton (SSC)
spectrum is " = (α + 1)/2; here −α is the spectral index of the
shock-accelerated electrons, which is not harder than 2.0 in most
acceleration models with radiative cooling (Aharonian 2001). This
can be invalidated by assuming a non-standard spectrum for the
electrons; a low energy cut-off in the electron energy will lead to
inverse-Compton accelerated photons with an index as low as " =
2/3 (Katarzyński et al. 2006).

The most recent limits on the EBL come from observations of
blazars at more distant redshifts (z > 0.1) that have been detected
by the current generation of ground-based atmospheric Cherenkov
telescopes (ACTs). Observation by HESS of two blazars at z =
0.165 and 0.186 were used to set limits on the near-IR EBL based
on the " ≥ 1.5 criterion (Aharonian et al. 2006); in this case the
maximal limit was the model of Primack et al. (2001) multiplied by
a factor of 0.45. Another paper by the HESS group set constraints
from blazar 1ES 0229+200 at z = 0.1396 (Aharonian et al. 2007b).
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intrinsic spectrummore, while even a flat slope from 1.4 mmdown to
0.1 mm would soften it by only DG < 0.1. Above 2mm, the slope
cannot be much flatter than our template—a flatter slope could
explain in part the ‘direct’ measurements at 3.5 mm (Supplementary
Fig. 4)—because this would again imply a new, very hard component
(G int , 0) in the intrinsic spectrum, rising at a few TeV (Supplemen-
tary Fig. 5). In this respect, this HESS data set gives the same
indication as the HEGRA data11 on H 1426þ428 (z ¼ 0.129),
which show a flattening feature above 1 TeV naturally provided by
a starlight EBL between 3 and 10 mm (SED / l21).
Therefore, the conservative and self-consistent assumptions of

both not-unusual blazar spectra (G int $ 1.5) and a galaxy-like EBL
spectrum allow the EBL flux around 1–2mm to be constrained at the
level of&ð14^ 4Þ nWm22 sr21 (that is,#0.55 ^ 0.15 £ P1.0). This
corresponds to P(0.45 þ 0.1) to allow for galaxy evolution effects.
Coupled with the lower limits derived from galaxy counts given by
the Hubble Space Telescope8 (, 9:02 9:7þ3:0

21:9 nWm22 sr21), the
HESS spectra lead us to conclude that more than two-thirds of the
EBL in the O–NIR band is resolved into single sources. This result is
independent of any ‘direct’ measurement of the EBL. Remarkably, it
is in severe conflict with the claims of high EBL flux at NIR
wavelengths16,17 and, to a lesser extent, with the reported detections
at 2.2 and 3.5 mm (refs 1, 15). The HESS upper limits agree instead
with the most recent theoretical calculations23 of the EBL, as well as
with recent theoretical arguments24,25 against high EBL fluxes due to
population III stars.

This result is also insensitive to small changes in the assumed
intrinsic slope. A different value, if proved more likely by future
results, will shift the limit accordingly, but only strong spectral
differences would qualitatively change our conclusion: even a value
of G int ¼ 1.0 would loosen the 0.55£ limit only to #0.7 £ P1.0.
Alternative scenarios which could reconcile the measured spectra

with high O–NIR fluxes formally exist, and would represent a major
discovery in their own right, but we consider them very unlikely,
given their exotic implications. Higher UV fluxes would make
the intrinsic spectra softer, but the huge values required
(.300 nWm22 sr21; see Fig. 1, for example) are not supported by
other measurements1,26, and could not be accomodated within any
reasonable cosmological model.
A more viable alternative is that such hard spectra are a real, new

feature of the TeV blazar emission. Possible mechanisms have already
been envisaged6. For example, the inverse Compton scattering of
mono-energetic electrons (E0, such as cold plasma with very large
bulk motion Lorentz factor), interacting in a deep Klein–Nishina
regime with a narrow-band photon field (such as a Planck-type
distribution), may lead to very flat g-ray spectra with a sharp pile-up
at e g < E0, reproducing spectra like the ones in Fig. 2. However, such
features should become directly visible in the observed spectra of the
closer, less absorbed objects of the same type, like the well-studied
Mkn 421 and Mkn 501 (if G int < 0, they should show Gobs & 0.5).
This is in contrast with observations19–21, unless we assume a
dependence of the source parameters on the redshift such that the
corresponding features always disappear owing to EBL absorption. It
is difficult to justify such fine-tuning on a relatively small redshift
range, although more objects and observations are needed to settle
this issue definitively, given the still-limited sample.
Other possibilities include the non-cosmological origin of blazars’

redshifts and the violation of Lorentz invariance (see ref. 27).However,
both scenarios imply dramatic revisions of modern physics and
astrophysics, which we do not consider to be justified by these data
alone.
A low EBL level, in agreement with the expectations from standard

galaxy evolution models, is the simplest and most likely explanation
of the HESS data.
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Figure 2 |TheHESS spectra of 1ES 11012232, corrected for absorptionwith
three different EBL SED values, as labelled in Fig. 1. Red, observed data;
blue, absorption-corrected data. The data points are at the average photon
energy in each bin, also used to calculate the optical depth for
reconstruction. For the calculation, a flat L-dominated cosmology was
adopted, with H0 ¼ 70 km s21Mpc21, Qm ¼ 0.3, QL ¼ 0.7. Error bars are
1j s.d., statistical errors only. Between 1.3 and 3.3 TeV, the overall detection
is 4j. The lines show the best-fit power laws to the reconstructed spectrum
ðdN=dE¼N0E2Gint Þ; where E is measured in TeV, and the corresponding
shapes after absorption. The x2red=d:o:f : (calculated by integrating the
absorbed power-law model over each observed data bin) are from left to
right: 1.20/11, 0.54/11, 0.47/11. We note that possible spectral variability
does not weaken our conclusions because it would imply states with even
harder spectra than the average one (by definition). We note also that the
X-ray spectrum (which in blazars usually samples the synchrotron emission
of TeVelectrons) measured during simultaneous observations in June 2004
and March 2005 does not show such hard slopes, but is similar to the
historical values (F.A. et al., manuscript in preparation). For H 23562309,
the same EBL SEDs yield G int ¼ 20.6, 0.7 and 2.0, respectively
(Supplementary Fig. 2). The NIR excess onto the galaxy counts limits
(P0.4 þ ENIR) yields G int < 20.7 and20.4 for the two objects, respectively
(see Supplementary Fig. 3).
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can be avoided by reducing the energy dependence of the optical
depth, assuming either very low O–NIR fluxes (reducing t at 1 TeV)
or very high UV–O fluxes (increasing t at 0.2 TeV). The latter case,
however, would require unreasonably high UV fluxes (as discussed
later). We can then derive an upper limit on the EBL by requiring the
intrinsic spectrum to be compatible with the present knowledge of
blazars.
To determine such a limit, a plausible shape for the SED of the EBL

is assumed. As a reference shape in the 0.1–10 mm range we adopted
the phenomenological curve used in refs 6 and 11, which is designed
to be in general agreement with the EBL spectrum expected from
galaxy emission12,13. This curve, labelled ‘P1.0’ in Figs 1 and 2, was
originally normalized to match the ‘direct’ estimates at 2.2 and
3.5 mm (refs 1, 14 and 15). Here we leave its normalization as a free
parameter, scaling P1.0 by different factors P (labelled accordingly:
the curve scaled by 0.45£ is ‘P0.45’) down to the lower limit obtained
by the resolved galaxy counts8 (,P0.4). To reproduce the excess
around 1.5 mm claimed from the Infrared Telescope in Space (IRTS)
data16 (see also ref. 17), an additional ad hoc component was
considered, labelled ‘ENIR’. This feature is not expected from stand-
ard galaxy evolution models, and could be the spectral signature of
radiation produced in the early Universe, for example, by the first
stars formed (metal-free massive stars, called ‘population III’; see
refs 9 and 18).
The intrinsic source spectra (Fig. 2) have been reconstructed

directly from the observed ones using the assumed EBL, without a
priori assumptions on the blazar spectrum. EBL evolution effects
(due to galaxy evolution) were not included: these effects, negligible
at low redshifts, become important as the redshift increases, but for
the range considered here (z ¼ 0.165–0.186) their impact is still
limited to a factor of &10% (DP , 0.1; see Supplementary Infor-
mation). The reconstructed spectra are generally compatible with a
power law (dN/dE / E2G), but the EBL densities P1.0 þ ENIR and
P1.0 both yield extremely hard photon indices (G int , 0, see Fig. 2
and Supplementary Fig. 2), implying a pile-up or line-like feature in
the blazars’ SED at around 1–3TeV. We obtain the same result by
considering the NIR excess added to the galaxy count limits (for
example, P0.4 þ ENIR, see Supplementary Fig. 3). This is because a
lower EBL flux only in the UV–O band decreases the absolute values
of t but increases the contrast between 0.2 and 1TeV.
Such hard spectra have never been seen in the closest, less absorbed

TeV blazars such as Mkn 421 and Mkn 501 (refs 19–21) (z < 0.03,
G int < 1.5–2.8 using the same EBL SED values), and are difficult to
explain within the present standard leptonic or hadronic scenarios6

for blazar emission. In shock acceleration models, the hardest index
obtained for the accelerated particles is s ¼ 1.5 (see ref. 22). For
protons interacting with ambient plasma, the resulting g-ray spec-
trum has the same slope, G int ¼ 1.5. For electrons, the spectrum of
the g-rays emitted through inverse Compton scattering is expected to
be steeper than G int ¼ 1.5 under most circumstances. Only if
radiative cooling is not effective and the blazar Compton emission
is wholly within the Thomson limit—unlikely at such high energies—
do we find G int ¼ (s þ 1)/2 ¼ 1.25. We thus assume in the following
discussion that the true average intrinsic spectrum was not harder
than G int ¼ 1.5, although later we also address the possibility of
harder spectra.

To be compatible with G int $ 1.5, the EBL flux has to be scaled
down to P0.45 to explain both objects’ data, with 1ES 11012232
providing themost stringent constraints thanks to the better statistics
at high energies and the larger redshift. With a fixed EBL shape, there
is a direct link between the normalization P and G int. The one-sigma
statistical and systematic uncertainties on the HESS spectral
measurement can then be translated to an equivalent uncertainty
on P, DP . ^0.15 (see Supplementary Information).
This limit (P0.45) is robust with respect to a different EBL spectral

shape, as long as it maintains an overall maximum around 1–2 mm.
Below 1 mm, lower fluxes than our template tend to harden the

Figure 1 | SED of the EBL in thewavelength bandmost affecting these HESS
data (0.1–10mm). The EBL data are from a review compilation1 (errors 1j),
unless otherwise stated. Open symbols correspond to the integrated light
from galaxy counts, and thusmust be considered lower limits for the EBL: in
the UV–O range, from Hubble data (green, red8); in the NIR, from Spitzer
(blue28) and ISO data. We note that these data are also lower limits for the
total emission from galaxies, because of various observational and selection
effects in the detection and counting of faint galaxies. The possible missed
light in the the UV–O band has been estimated29 to be&ð2–3ÞnWm22 sr21:
The upper limits (purple) are 2j estimates1. Direct measurements are shown
as filled symbols: IRTS data from the NIR spectrometer16 (blue), and data
from COBE/DIRBE (green15, magenta17 and red triangles). Red squares
correspond to tentative detections in the optical26 with corrections
according to ref. 30. The curves show the EBL shapes used to reconstruct the
intrinsic spectra. P1.0 gives 26, 23 and 14 nWm22 sr21 at 1.25, 2.2 and
3.5 mm, respectively. The thick line shows the range most effectively
constrained by theHESS data. In the long-dashed regions, higher fluxes than
P0.55 would not be in conflict, as long as the flux in the 1–3mm range is
within or around the limit. The short dashed line shows the additional UV
component needed by P1.0 to soften the intrinsic spectrum down to G ¼ 1.5
(see Supplementary Fig. 5; ENIR would require even higher fluxes). This
example is the most energetically economic solution, limited to the
narrow range ,0.2–0.4mm to have the maximum effect on the g-ray
spectrum with the minimum UV flux and the minimum impact on the
overall attenuation.

Table 1 | Main parameters of the HESS observations.

Source z Exposure (h) Significance (j) Energy range (TeV) Gobs N0 (cm22 s21 TeV21) x2red=d:o:f:

1ES 1012232 0.186 43 ,12 0.16–3.3 2.88 ^ 0.17 (4.44 ^ 0.74) £ 10213 0.62/11
H 23562309 0.165 40 ,10 0.16–1.0 3.06 ^ 0.21 (3.08 ^ 0.75) £ 10213 0.66/6

These observations were performed in June–December 2004 for H 23562309, and March–June 2004 and 2005 for 1ES 11012232. The table gives the total exposure after selection for
good-quality data, significance of the detected g-ray signal, energy range used for the spectral fits and the result of a single power-law fit ðdN=dE ¼ N0E2Gobs where E is measured in TeV). The
spectra have been calculated applying the technique described in ref. 10. Errors are 1j statistical. The systematic uncertainty on the flux and photon index are estimated to be ,15% and ,0.1,
respectively. Details of these observations will be published elsewhere; here we have focused on the cosmological implications of the measured spectra. Compared to the previous
observations of TeV blazars, these HESS spectra provide significantly stronger constraints on the EBL because of the combination of a hard spectrum and relatively high redshift (see
Supplementary Information). d.o.f., degrees of freedom.
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Strong flaring activity of Mrk 501 provided a well measured TeV
spectrum from 0.2 to 24 TeV [29,209,78]. Stanev and Franceschini
[224] calculated limits by fitting the energy spectrum of Mrk 501,
with a range of possible absorption scenarios assuming intrinsic
power law spectra and varying levels of EBL intensity by scaling
the lower limits from galaxy counts. This provided strong EBL lim-
its in the near- and mid-IR. Funk et al. [110] followed a similar ap-
proach, except that they used an EBL model by MacMinn and
Primack [165] as the basis for scaling the EBL intensity, yielding
similar results in the mid-IR. Mannheim [171] argued that the
observed spectra would deviate from a power law, if the primary
c-ray spectrum were substantially attenuated by the EBL. An upper
limit in the mid-IR, based on this hypothesis and on an energy
spectrum of Mrk 501 from the HEGRA Collaboration, is also shown
in Fig. 10. Later on, Vassiliev [234] demonstrated that the absence
of deviations from a power law does not preclude the presence of
substantial absorption in the observed spectra.

The obvious drawback of the method is that the assumption of a
single power law for the intrinsic blazar spectrum does not hold
true over a wide range in energy. Blazar spectra generally exhibit
a concave c-ray peak over a sufficiently large energy range. Most
blazar spectra measured by Fermi or by Cherenkov telescopes can
be represented by a power law over the energy range covered by
the instrument.

Synchrotron self-Compton (SSC) spectrum: The SSC model is a
popular model explaining the existence of the two peaks in the bla-
zar spectrum: the synchrotron peak at radio–UV–X-ray energies
and the inverse Compton (IC) peak at c-ray energies. The spectrum
of the IC peak can be modeled using parameters that produce the
synchrotron peak and the unabsorbed part (E < 10 GeV) of the IC
spectrum (see review by Dermer [77]).

Such models for the intrinsic blazar spectrum have been used
by Guy et al. [119] to determine the intensity of the EBL in the
1–5 lm and 20–80 lm wavelength region. They applied a multi-
wavelength fit to the X-ray and TeV data of Mrk 501 in the frame-
work of a standard homogeneous SSC model to derive the level of
absorption present in the TeV spectrum. As a result, they obtained
an absolute upper limit on the EBL of 60 nW m!2 sr!1 and a most
likely value of 20 nW m!2 sr!1 at 1 lm. They also pointed out that
the lack of an absorption signature in the spectrum of Mrk 501, as
suggested by the HEGRA telescopes, does not necessarily imply a
lack of EBL absorption. They emphasized that in the transition re-
gion from the near-IR to the mid-IR EBL, the opacity could be
nearly constant. This is a consequence of the large width of c–c
cross section (see Fig. 2). So when rcc is convolved with the
number density of background photons, any strong wavelength

variations in the EBL are smoothed out. As a result, the observed
TeV spectrum at 1–10 TeV would corresponds to the intrinsic bla-
zar spectrum since the observed spectrum is now described by
ðdN=dEÞint $ es with s a slowly varying function of energy.

The drawback of using c-ray emission models to constrain the
EBL is the uncertainty in the many parameters that determine
the IC spectrum. Furthermore, while HBLs generally can be well
fit by SSC models, IBLs require the inclusion of additional
ambient radiation fields that make a contribution to the c-ray IC
component.

Additional complications arise from the fact that basic one-zone
SSC models are not applicable for sources exhibiting ‘‘orphan
flares’’, where only the TeV flux is enhanced while the synchrotron
emission remains unchanged [144]. Finally, the biggest challenge
for the SSC/multi-wavelength approach to constraining the EBL is
to get simultaneous measurements for large sets of blazars.

The C > 1:5 limit on the hardness of the blazar spectrum: A more
relaxed assumption on the intrinsic blazar spectrum is that it can-
not produce too many hard photons, so that the c-ray spectrum,
expressed as dN=dE % E!C cannot be flatter than one with
C ¼ 1:5 [168]. In the spirit of this limit to the spectral index, Rena-
ult et al. [204] explored a range of EBL scenarios based on measure-
ments with the minimal assumptions that the intrinsic power of
Mrk 501 is concave, effectively requiring a decreasing energy flux
distribution above 4 TeV (C > 2:0). They derived an upper limit
of 5 nW m!2 sr!1 at 10 lm.

The strict assumption of C > 1:5, was used by Aharonian et al.
[31] to derive upper limits on the 1–5 lm on the EBL which are
close to the lower limits determined by the IGL, suggesting that
the EBL has been largely resolved at these wavelengths. A compre-
hensive study by Mazin and Raue [180] is based on eleven blazars
over a redshift range from 0.03 to 0.18, and explores a large num-
ber (8 million) of hypothetical EBL scenarios to set upper limits on
the EBL, again with the requirement that the source spectra cannot
be harder than C ¼ 1:5 or C ¼ 2=3. The lower value arises from the
extreme scenario of a mono-energetic energy distribution of ultra-
relativistic electrons in which the resulting IC c-ray spectrum could
be as hard as c ¼ 2=3, leading to two conditional upper limits. The
first condition yielded limits that are slightly above that of Aharo-
nian et al. [31]. The second, more relaxed condition, yielded limits
that were higher by about 30%.

The theoretical validity of a strict hardness limit of C > 1:5 has
been discussed by a number of authors, with no unanimous verdict
[140,225,65,34,158,242]. Observational evidence, e.g. [161], have
provided lower EBL limits from galaxy counts that are higher than
previous ones derived by Madau and Pozzetti [167]. If these new
limits are correct, they imply c-ray spectra that are slightly harder
than C ¼ 1:5 [146].

Unphysical exponential rise of the blazar spectrum: Less model
dependent, and therefore more robust limits on the hardness of
the intrinsic blazar spectra arise from the notion that an exponen-
tial increase of their luminosity with energy is unphysical. All cur-
rent blazar models produce a concave spectrum, rendering
intrinsic blazars spectra with an exponential rise in energy flux
theoretically unfeasible. The paradigm of concave intrinsic energy
spectra was used by Dwek and Krennrich [90] to reject many dif-
ferent realization of the EBL. Furthermore, Dwek et al. [91] ruled
out the extragalactic origin of the near-IR sky brightness observed
by Matsumoto et al. [175], since it would lead to an exponential
rise in the spectrum of the blazar PKS 2155-304, which is ruled
out by observations [27]. An EBL spectrum close to the IGL limits
yielded a blazar spectrum consistent with the SSC model, suggest-
ing that the EBL was mostly resolved at near-IR wavelengths
[91,88].

Spectral break analysis due to EBL spectrum: Orr et al. [192]
developed a novel approach to set limits on the EBL intensity by

Fig. 10. Limits on the EBL as determined from c-ray observations of blazars. Details
in text.
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