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Figure 2 Absorption feature present in the spectra of BL Lacertae objects as a function of
increasing redshift (data points, from top to bottom). The dashed curves show the attenuation
expected for the sample of sources by averaging, in each redshift and energy bin, the opacities
of the sample (the model of (7) was used) and multiplying this average by the best-fit scaling
parameter b obtained independently in each redshift interval. The vertical line shows the critical
energy Ecrit below which ≤5% of the source photons are absorbed by the EBL. The thin solid
curve represents the best-fit model assuming that all the sources have an intrinsic exponential
cut-off and that blazars follow the blazar sequence model of (32, 33).
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formation of low-metallicity stars to be at z≥10 and its peak co-moving star-formation rate to
be lower than 0.5M! Mpc−3 yr−1. This upper limit is already of the same order of the peak
star-formation rate of 0.2–0.6M! Mpc−3 yr−1 proposed by (47) and suggests that the peak
star-formation rate might be much lower as proposed by (48).

Energy [GeV]
210

γγτ

-110

1

10

LAT best fit -- 1 sigma
LAT best fit -- 2 sigma
Franceschini et al. 2008
Finke et al. 2010 -- model C
Stecker et al. 2012 -- High Opacity
Stecker et al. 2012 -- Low Opacity
Kneiske et al. 2004 -- highUV
Kneiske et al. 2004 -- best fit
Kneiske & Dole 2010
Dominguez et al. 2011
Gilmore et al. 2012 -- fiducial
Abdo  et al. 2010

1.0≈z

Figure 1 Measurement, at the 68% and 95% confidence levels (including systematic uncertain-
ties added in quadrature), of the opacity τγγ from the best fits to the Fermi data compared to
predictions of EBL models. The plot shows the measurement at z≈1 which is the average red-
shift of the most constraining redshift interval (i.e. 0.5≤z<1.6). The Fermi-LAT measurement
was derived combining the limits on the best-fit EBL models. The downward arrow represents
the 95% upper limit on the opacity at z=1.05 derived in (13). For clarity this figure shows only
a selection of the models we tested while the full list is reported in Table S1. The EBL models
of (49), which are not defined for E≥250/(1 + z)GeV and thus could not be used, are reported
here for completeness.
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Figure S3 Measurements of the optical depth ⌧�� due to the EBL in different redshift and
energy bins. The lines show the predictions of two EBL models (29, 37).
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from background sources in the ROI. The latter includes sources detected in the third Fermi-
LAT catalog, 3FGL, (47) as well as any new source that is detected because of the additional
exposure (with respect to the 3FGL) used here. These sources are found generating a TS map
and identified as excesses above a TS = 25 threshold and added to the sky model with a
power-law spectrum. The LAT ‘P8R2 SOURCE V6’ instrumental response function (IRF) and
a binned likelihood method are used to fit the sky model to the data.
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Figure S1 Redshift distribution of the sources used in this analysis on a logarithmic scale.

Intrinsic Spectra of Blazars
To capture the intrinsic curvature in the spectra of blazars we adopt the following strategy that
has been optimized using simulations prior to the data analysis (see below). The data are fitted
only to a maximum energy up to which the attenuation of the EBL is negligible. This is defined
as the energy at which the optical depth ⌧��<0.1 for the model of (29). However, we tested that
our analysis is robust against changes of EBL model used to define this maximum energy and
changes to the threshold (from e.g. ⌧��< 0.1 to ⌧��< 0.05). The optical depth decreases sharply
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Figure 2 The spectral intensity of the EBL in the Universe today (A) and at redshifts
z = 1, 2, 3 (B, C, and D). At z = 0 data from other �-ray based measurements are shown
with orange symbols (39–42) while integrated galaxy counts are displayed with green sym-
bols (15–20). The blue areas show the 1 � confidence regions based on the reconstructed cosmic
emissivity (14). At higher redshift (B, C, and D), the EBL is shown in physical coordinates.
Figure S8 in (14) includes a more complete set of measurements from the literature.
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Determination of the Cosmic Star Formation History

• Consistent with galaxy 
survey data. 

• Assume the EBL shape. 

• We may need 

• Empirical EBL modeling 
based on the latest galaxy 
survey data 

• EBL model based on 
cosmological simulation 0 1 2 3 4 5 6
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Figure 3 The cosmic star-formation history as constrained from the optical depth data. The
shaded regions correspond to the 1� confidence regions on the star formation rate density as a
function of redshift, ⇢̇(z), obtained from two independent methods, based on 1) a physical EBL
model (green) and 2) an empirical EBL reconstruction (blue, see (14)). The data points show
the SFH derived from UV surveys at low z and deep Lyman Break Galaxy (LBG) surveys at
high-z (see review of (1) and references therein). Figure S11 in (14) includes a more complete
set of data from different tracers of the star-formation rate.
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in erg s−1 cm−3Å−1, where the pivots are logarithmically
spaced with Δlgλ=0.5, resulting in seven templates centered

at λi=[0.16, 0.50, 1.6, 5.0, 16, 50, 160] μm. We fix σ=0.2,
and leave the amplitudes ai free to vary. We tried varying the
number of templates and their placement under the condition
that σ=Δlgλ/2.5 and find that the local EBL is always
consistent within the 1σ confidence region of the final result
shown in Figure 3. Each template is allowed to evolve

Figure 2. Redshift binned optical depth measurements derived from the stacking analysis using VHE data (left) and Fermi-LAT data (right) are shown compared to
the optical depth templates reported by this work. The shaded regions signify the 1σ and 2σ confidence regions of our best-fitting EBL reconstruction.

Figure 3. Spectral intensity of the EBL from UV to far-IR. The constraints from this work are shown as a 68% confidence region and median (blue). A corresponding region
from The Fermi-LAT Collaboration (2018) that relies on GeV data only is shown in orange. Various measurements in the literature are shown in gray: direct measurements
(open symbols), integrated galaxy counts (filled symbols). The numerical data of the blue and orange curves are available at https://figshare.com/s/9cd4f26925945470582a.
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1 Introduction

1.1 Magnetized universe

Magnetism plays substantial and often essential roles in
astronomical objects. Most known celestial objects, the
Earth, planets, the Sun, stars, interstellar space and clouds,
the Milky Way Galaxy, galaxies, accretion disks and active
galactic nuclei (AGN), and clusters of galaxies, are known
to be magnetized. An exception might be the universe,
where the cosmological isotropy principle has denied the
cosmological-scale uniform field, which defines the north
and south of the universe.

Magnetic-field strength, B, is roughly related to object
size, R. Figure 1 depicts the global distribution of mag-
netic fields in the log B–log R plot. An inverse relation,
B ∼ (R/10 kpc)−1 µG, is seen in the plot. It may also be
noticed that the stars and pulsars roughly obey a squared-
inverse relation, B ∼ 1012(R/10 km)−2 G, suggestive of
frozen-in amplification during stellar collapses.

The strongest magnetic field observed so far in the uni-
verse reaches ∼1013 G, for magnetars among neutron stars.
It is several orders of magnitude stronger than that achieved
in laboratories. Magnetic fields in the interstellar medium
(ISM) are on the order of several µG, and those in the
intra-cluster medium (ICM) are often observed as having

Fig. 1. Cosmic magnetic fields from the strongest to weakest, for com-
pact to large-scale objects in the universe. The horizontal and ver-
tical axes represent the object size, R, and the magnetic field strength,
B, respectively. Dashed lines indicates power-laws with indices of −1
and −2.

the strength of about a µG. The largest-scale, and hence
the weakest, non-ordered magnetic fields may permeate the
intergalactic medium (IGM) in the large-scale structure of
the universe, whilst the study of them is a challenging sub-
ject for cosmology as well as for polarization technology in
radio and far-infrared astronomy.

Magnetic fields induce fundamental astrophysical pro-
cesses such as particle acceleration, non-thermal radiation,
polarization, and an impact on the activities of astronom-
ical objects through field tension, reconnection, instability,
and turbulence. This rich, diverse nature of magnetic phe-
nomena is explained by common theories of magnetism,
though various magnetic effects often make their appear-
ance complicated.

Magnetic fields often help the research of other sci-
ence subjects. For instance, understanding galactic magnetic
fields (GMFs) assists the study of interstellar physics such
as the formation of molecular clouds and stars. That for
spiral galaxies assists the investigation of the origin of spiral
arms. Magnetic fields around accretion disks assist high-
energy cosmic jets. Inter-galactic magnetic fields (IGMFs)
in the ICM and IGM are one of the keys to understanding
the acceleration mechanism of the high-energy cosmic rays
(CRs). The deepest magnetic fields may preserve informa-
tion about the early universe, so that they will assist studies
of the epoch of reionization, the cosmic microwave back-
ground polarization, and ultimately the inflation and the
Big Bang of the universe.

1.2 History of cosmic magnetism research

The dawn of the contemporary magnetic view of the uni-
verse occurred when Karl G. Jansky by chance detected the
Milky Way’s radio emission in 1931. At the time, mag-
netic fields had been known only in the Earth and the
Sun, and considered in high-energy astrophysics. The emis-
sion was proved to be originating from synchrotron radia-
tion by the interaction of CR electrons and magnetic fields
(Ginzburg & Syrovatskii 1965, 1969), revealing that the
Milky Way is a huge magnetized disk embedded in a stellar
gravitational potential.

Measurements of radio emission from the sky were
extensively employed in the 1960s to estimate GMF
strengths. Observers obtained the emission in meter wave-
lengths, and hence mostly synchrotron radiation. Radio
intensities in the North Galactic Pole were used to estimate
the mean radio emissivity in the galactic disk and were used
to calculate field strength by assuming the equipartition of
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Magnetic fields and spiral arms in M51 2399

Figure 1. (a) λ3 cm (left) and (b) λ6 cm (right) radio emission at 15 arcsec resolution from VLA and Effelsberg observations, overlaid on a Hubble Space
Telescope optical image [image credit: NASA, ESA, S. Beckwith (STScI) and The Hubble Heritage Team (STScI/AURA)]. Total intensity contours in both
maps are at 6, 12, 24, 36, 48, 96, 192 times the noise levels of 20 µJy beam−1 at λ3 cm and 30 µJy beam−1 at λ6 cm. (Note that the roughly horizontal contours
at the left edge of panel (a) are artefacts arising from mosaicking the two VLA pointings.) Also shown are the B-vectors of polarized emission: the plane of
polarization of the observed electric field rotated by 90◦, not corrected for Faraday rotation, with a length proportional to the polarized intensity (PI) and only
plotted where PI ≥ 3σ PI.

companion galaxy is filled with highly polarized radio emission
(typically 15 per cent at λ6 cm). Arm 2 becomes well organized
again at larger radii (located at the western edge of Fig. 2), where
the total radio, polarized radio and CO emission perfectly coincide.

West of the central region, between Arms 1 and 2 in Fig. 4,
another polarization feature emerges which appears similar to the
magnetic arms observed e.g. in NGC 6946 (Beck & Hoernes 1996).
However, in contrast to NGC 6946, Faraday rotation is not enhanced
in the interarm feature of M51 (see Fig. 9). Some peaks of polarized
emission between Arms 1 and 2 in the south and southeast (see a
low-resolution image of Fig. 2) and may indicate the outer extension
of this magnetic arm. Inside of the inner corotation radius, located at
4.8 kpc (Elmegreen et al. 1989), this phenomenon can be explained
by enhanced dynamo action in the interarm regions (Moss 1998;
Shukurov 1998; Rohde, Beck & Elstner 1999).

3.3 Polarized radio emission from the inner arms
and central region

In the CO and Hα line emissions (Fig. 4 and the red regions in
Fig. 5), the spiral arms continue towards the galaxy centre. The
high-resolution CO map by Aalto et al. (1999) shows that the arms
are sharpest and brightest between about 25 and 50 arcsec distance
from the centre. The arms become significantly broader and less
pronounced inside a radius of about 0.8 kpc; this is inside the inner
Lindblad resonance of the inner density-wave system at r ≈ 1.3 kpc
identified by Elmegreen et al. (1989).

The polarized emission at 4 arcsec resolution (see Fig. 6) is also
strongest along the inner arms 1–2 kpc distance from the centre,
with typically 20 per cent polarization. The arm–interarm contrast
is at least four in polarized intensity (this is a lower limit as the
interarm polarized emission is below the noise level at this resolution
and we take σ PI as an upper limit for the interarm value), larger
than that of the outer arms, and is consistent with the expectations
from compression of the magnetic field in the density-wave shock
(Section 7). The contrast weakens significantly for r < 0.8 kpc.
This may be an indication that the inner Lindblad resonance of the
inner spiral density wave is at r % 0.8 kpc rather than r % 1.3 kpc
(as located by Elmegreen et al. 1989); the shock is probably weak
around the inner Lindblad resonance. In total intensity, the typical
arm–interarm contrast for the region of the inner arms is about five.
The actual contrast in the M51 disc alone may be stronger than this
if there is significant diffuse emission in the central region from a
radio halo, but this effect is hard to estimate.

In the central region, two new features appear in polarized inten-
sity which are the brightest in the entire galaxy (Fig. 6). The first
is a region 11 arcsec north of the nucleus with a mean fractional
polarization of 10 per cent and an almost constant polarization an-
gle. This feature coincides with the ring-like radio cloud observed
in total intensity at λ6 cm and at 1 arcsec resolution by Ford et al.
(1985) who also detected polarization in this region. The polarized
emission indicates that the plasma cloud expands against an exter-
nal medium and compresses the gas and magnetic field. The second
feature of similar intensity in polarization is a ridge located along

C© 2011 The Authors, MNRAS 412, 2396–2416
Monthly Notices of the Royal Astronomical Society C© 2011 RAS
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λcoh ≥ λdiff = tH
4πσ

≃ 1013 cm

λcoh ≤ RH

RM ≤ Δχ/Δλ2 ∝ BIGMFne

lation length of EGMF which come mostly from radio
observations. In Sec. III we discuss limits on the cosmo-
logical magnetic fields from cosmology. Then, in Sec. IV
we compare the existing bounds to the theoretical predic-
tions of two classes of models (’’astrophysical’’ vs ‘‘cos-
mological’’ models) of the seed fields and show that model
predictions normally fall largely below the existing
bounds. In Secs. V, VI, VII, VIII, and IX we first summa-
rize the methods of measurement of EGMF with !-ray
telescopes and then estimate the ranges of EGMF parame-
ters which can be probed with different observational
techniques and different telescopes. Finally, in Sec. X we
draw conclusions from our study.

II. EXISTING LIMITS ON THE EGMF

Contrary to the magnetic fields in galaxies and galaxy
clusters, magnetic fields in the IGM have never been
detected. Only upper limits, obtained by different observa-
tion techniques, exist. In this section we review the existing
observational limits on the EGMF strength.

In the simplest settings, the EGMF configuration can be
characterized by two parameters: the field strength, B, and
the correlation length, "B.

1 It turns out that limits on B
imposed by different observations depend on "B. This
means that the limits could be presented as an ‘‘exclusion
plot’’ in ðB;"BÞ parameter space, shown in Fig. 1.

Magnetic fields in IGM decay due to magnetic diffusion
over the cosmological time on the distance scales [7]

"diff ¼
ffiffiffiffiffiffiffiffiffiffi
TH

4#$

s
$ 2% 1013 cm; (1)

where TH is the Hubble time and $ ’ 1011 s&1 is the
conductivity of the Universe after recombination. This
means that the correlation length of EGMF is limited
from below to "B ' "diff . At the same time, there are no
known upper bounds on "B and a natural bound is only set
by the size of the visible part of the Universe, "B ( RH,
where RH is the Hubble radius. The lower and upper
bounds on "B are shown as vertical lines in Fig. 1.

A. Zeeman splitting

A straightforward upper bound on the EGMF strength
can be found from the measurements of Zeeman splitting
of 21 cm absorption line in the spectra of distant quasars,
which are used to infer the magnetic field in the MilkyWay
galaxy [19]. The magnetic fields measured via Zeeman
splitting are usually in the range 1–100 %G and are com-
monly attributed to the field in the Milky Way [19] or in

other galaxies (see e.g [20] for detection of 84 %G mag-
netic field in a galaxy at redshift z ’ 0:7). Measurements of
$%G galactic magnetic fields via Zeeman splitting tech-
nique rule out the possibility of existence of still stronger
magnetic fields in the IGM. The limit from Zeeman split-
ting measurements, obviously, does not depend on "B and
is shown as a horizontal (weakest) upper bound on B in
Fig. 1.

B. Faraday rotation

Measurements of Faraday rotation of polarized radio
emission from distant quasars provide a possibility of
detection of EGMF of the strength somewhat lower than
the one accessible for the ‘‘direct’’ measurements via
Zeeman splitting. The rotation measure RM ¼ !&=!"2

(!& is the change of the polarization angle between the
wavelengths " and "þ!") is proportional to the product
of magnetic field component along the line of sight, Bk and
the electron density of the IGM ne [6]

FIG. 1 (color online). Observational limits on EGMF. Cyan
shaded region shows the upper limit on B imposed by the
Zeeman splitting measurement, the lower bound on the correla-
tion length imposed by the magnetic diffusion and the upper
bound on correlation length given by the Hubble radius. Orange
shaded region shows the limit from Faraday rotation measure-
ments. Filled orange region shows the limit derived in the
Ref. [24], while the orange-hatched region is the limit derived
in the Ref. [22]. Magenta line shows limit which can be imposed
by observations of deflections of UHECR [25]. Violet vertical-
hatched regions and the arrows at "B $ 0:5 Mpc and "B $ RH

show the limits imposed on cosmologically produced fields by
the CMB observations [37,38,41,46]. Black ellipses show the
ranges of measured magnetic fields in galaxies and galaxy
clusters.

1A third important parameter is the volume filling factor V of
magnetic fields of a given strength B and correlation length "B
Omitting this parameter we restrict ourself to the task of the
search of the ‘‘dominant’’ EGMF, with volume filling factor
V $ 1
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Figure 1. Sketch of the geometry of the process. A photon with energy ETeV
TeV, emitted at angle θ1 ! θj to the line of sight, interacts with an EBL photon
to create an electron–positron pair with Lorentz factor γ = 106γ6. The lepton
is deflected through angle θdfl and scatters a CMB photon to energy EGeV GeV,
which is observed as a source photon by the Fermi LAT if it is detected at
an angle θ < θpsf (EGeV) to the source. The underlying simplifying kinematic
relation in the semi-analytic model is γ6 ≈ ETeV ≈

√
EGeV.

Table 1
Derived Limits on BIGMF for the Source 1ES 0229+200

1ES 0229+200 θj (rad) BIGMF (G)

Neronov & Vovk (2010) π " 3 × 10−16

Tavecchio et al. (2011) 0.1 " 5 × 10−15

Tavecchio et al. (2010a) 0.03 " 2 × 10−15

Dolag et al. (2011) 0.1 " 5 × 10−15

provided that the photon is detected at an angle

θ = λγγ (ETeV)θdfl(EGeV)
d

< θpsf(EGeV) (3)

to the source. Note that the deflection angle depends on either
the primary photon energy ETeV or Compton-scattered photon
energy EGeV, since they are related by EGeV ≈ E2

TeV, as we now
show.

The average CMB photon energy at low redshift is ε0 ≈
1.24 × 10−9 in mec

2 units, so that the mean Thomson-scattered
photon energy is εT ≈ (4/3)ε0γ

2, where γ ∼= ETeV/(2mec
2)

implies γ6 ∼= 0.98ETeV. Thus, an electron with Lorentz factor
γ scatters CMB radiation to photon energy E when γ6 ∼=
ETeV ∼= 1.1

√
EGeV. The characteristic length scale for energy

losses due to Thomson scattering is λT = 3mec
2/4σTuCMBγ =

(0.75/γ6) Mpc, where uCMB ∼= 4 × 10−13 erg cm−3 is the CMB
energy density at low redshifts. While losing energy, the electron
is deflected by an angle θB ∼= λT/rL in a uniform magnetic field
of strength BIGMF = 10−15B−15 G oriented perpendicular to the
direction of motion of the electron, where the Larmor radius
rL = mec

2γ /eB ∼= 0.55(γ6/B−15) Mpc. Thus, the deflection
angle for an electron losing energy by scattering CMB photons
to energy E in a uniform field is θB = λT/rL ∼= 1.1B−15/EGeV.
Introducing a coherence length λcoh that characterizes the typical
distance over which the magnetic field direction changes by
≈π/2, then the deflection angle

θdfl ≡ wθB , with w =
{

1 if λT < λcoh√
λcoh
λT

, if λT > λcoh.
(4)

For 1ES 0229+200, TeV radiation has been detected to
energies E ! 12 TeV (Aharonian et al. 2007), with an ≈15%
error in the energy measurement. An uncertainty in the analytic
treatment is that the mean free path λγγ (ETeV) varies by a factor
of ≈2 between z → 0 and z = 0.14, and between different EBL
models. For instance, the EBL model of Finke et al. (2010) gives
λγγ (E) ∼= 200 Mpc, 125 Mpc, and 70 Mpc at E = 1, 3, and
10 TeV, respectively, and a low EBL model based on galaxy
counts (Kneiske & Dole 2010) gives λγγ (E) ∼= 280 Mpc,
150 Mpc, and 85 Mpc, respectively. For analytic estimates,

we write λγγ = 100λ100 Mpc, though we use the accurate
energy dependence of λγγ (ETeV) in the numerical calculations.
The importance of pair cascade radiation with angular extent
broader than the Fermi LAT psf depends on the value of

λpsf

λγγ

∼=
dθpsf(EGeV)/θdfl

λγγ

∼=
τγ γ (ETeV)θpsf(EGeV)

θdfl
, (5)

where λpsf is the effective distance a primary photon would have
to travel to make a GeV photon detected at the edge of the Fermi
psf given the parameters of the intergalactic medium. The value
of θpsf(EGeV), taken here as the 95% Fermi LAT confinement
angle, is from the Fermi LAT instrument performance page7

(see also Rando 2009; Taylor et al. 2011). For the EBL model
of Finke et al. (2010), the cascade emission can be treated as a
point source when B−15 ( 0.05E0.6

GeV for 0.2 ! EGeV ! 20.
For a source at distance d = dGpc Gpc, with dGpc ∼ 1

corresponding to z ∼ 0.2, the time delay for emission observed
at angle

θ ∼= 0.01
λ100

dGpc

(
B−15w

E/10 GeV

)
(6)

from the line of sight is given from Equation (2) by

∆t(yr) ∼= 2 × 106 λ100

(
B−15w

E/10 GeV

)2

. (7)

Short delay times are restricted to conditions of small BIGMF and
large E where, as just seen, extended pair halo emission can be
neglected.

Equation (7) shows that small time delays are implied when
λγγ is small and λpsf/λγγ > 1. When λγγ ! λT, an additional
delay ≈λTθ2

dfl/c arises during the time that the electrons are
losing energy and being deflected by the IGMF (Murase et al.
2008; Ichiki et al. 2008; Razzaque et al. 2004). Such small
values of λγγ ∼ 1 Mpc are only relevant at low redshifts for
"100 TeV photons that pair-produce within ≈1 Mpc of their
source, where the magnetic field may not be representative of
the dominant volume of the voids.

3. γ RAY DATA OF 1ES 0229+200

The TeV blazar 1ES 0229+200, which provides some of
the strongest constraints on the lower limit to the IGMF field
strength, was observed with HESS (Aharonian et al. 2007) in
2005 and 2006 and with VERITAS (Perkins 2010) in 2009
October–2010 January. No evidence for variability of the TeV
flux has been reported, so the observations give an average TeV
flux from this source on timescales of ≈3 yr, though with poor
sampling. The HESS and preliminary VERITAS data (Perkins
2010) are shown in Figure 2 by the blue open circles and red
squares, respectively.

Fermi LAT upper limits on TeV blazars were reported pre-
viously (Abdo et al. 2009, 2010). Here we reanalyze the Fermi
LAT data for 1ES 0229+200 collected from 2008 August 4
to 2010 September 5 in survey mode. To minimize systemat-
ics, only photons with energies greater than 100 MeV were
considered in this analysis. In order to avoid contamination
from Earth-limb γ rays, a selection on events with zenith an-
gle < 105◦ was applied (Atwood et al. 2009). This analysis
was performed using the standard likelihood analysis tools that
are part of the Fermi ScienceTools software package (version

7 http://www-glast.slac.stanford.edu/software/IS/glast_lat_performance.htm
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Figure 2. Model of cascade-radiation spectrum, Equation (8), applied to HESS,
VERITAS, and Fermi observations of 1ES 0229+200, using model spectra (dot-
ted curves) and EBL model of Finke et al. (2010) to give attenuated source spec-
trum. (a) Cascade spectra for 1ES 0229+200 assuming persistent TeV emission
at the level observed with HESS and VERITAS, for different values of BIGMF
and λcoh = 1 Mpc (solid) or λcoh = 100 kpc (dot-dashed). The psf constraint
for the λcoh = 1 Mpc case is shown by the dashed curves. Cascade spectra
when source radiates TeV flux for 3 yr with constant average spectrum given
by power law with νFν index = 4/5 for source spectrum with superexponential
cutoff ∝ exp[−(E/5 TeV)2] (b) and exponential cutoff ∝ exp(−(E/10 TeV)
(c) are shown for the case λcoh = 1 Mpc with different values of BIGMF, as
labeled.

v9r15p5).8 The P6_V3_DIFFUSE set of instrument response
functions was used. Photons were selected in a circular re-
gion of interest (ROI) 10◦ in radius, centered at the position
of 1ES 0229+200. The isotropic background, including the sum
of residual instrumental background and extragalactic diffuse
γ -ray background, was modeled by fitting this component at
high galactic latitude (isotropic iem v02.txt, available from the
FSSC Web site). The Galactic diffuse emission model version
“gll_iem_v02.fit” was used in the analysis. The profile like-
lihood method (Rolke et al. 2005) was used to extract 95%
confidence level upper limits at the location of 1ES 0229+200
assuming a power-law energy distribution with photon index =
2, all 1FGL point sources lying within the ROI being mod-
eled with power-law distributions. The upper limits shown in
Figure 2 are obtained in the energy bins 0.1–1 GeV, 1–3 GeV,
3–10 GeV, 1–10 GeV, and 10–100 GeV.

4. MODEL FOR CASCADE RADIATION

The limits on the IGMF can be established by employing a
simple semi-analytic model for the cascade-radiation spectrum.
Using the notation that fε = νFν at dimensionless photon
energy ε, and that each photon is attenuated into a pair with
each electron taking one-half the original photon’s energy, then
a straightforward derivation gives

fεs
= 3

2

(
εs

ε0

)2 ∫ ∞

max[
√

εs /4ε0,γdfl,γ (∆teng)]
dγ γ −4

(
1 − εs

4γ 2ε0

)

×
∫ ∞

γ

dγi

fε{exp[τγ γ (ε, z)] − 1}
ε2

, (8)

where γi = ε/2. The interior integrand represents the fraction
of deabsorbed source photon flux converted to pairs and the
exterior integral represents the Compton-scattered spectrum
from cooled electrons (cf. Razzaque et al. 2004; Murase et al.
2008; Ichiki et al. 2008). The opacity due to EBL attenuation for
photons with measured dimensionless energy ε from a source
at redshift z ' 1 is τγ γ (ε, z) and depends on the EBL model.

Equation (8) employs the isotropic Thomson kernel, with
the CMB radiation approximated as a monochromatic radiation
field, but the results in Figure 2 are also integrated over the en-
ergy distribution of the blackbody radiation field. The use of the
Klein–Nishina kernel makes negligible difference for photons
with energy !50 TeV. In the three terms in the lower limit of the
exterior integration, the first gives the kinematic minimum elec-
tron Lorentz factor to scatter a CMB photon to energy εs . The
second is the value of the deflection Lorentz factor γdfl obtained
by equating the Thomson cooling time and the timescale θjrL/c
when the electron is deflected outside the photon beam of open-
ing angle θj. The third limit, γ (∆teng), represents the Lorentz
factor to which electrons have cooled after the blazar engine has
been operating for time ∆teng and follows from Equation (2) by
solving ∆t(γeng) < ∆teng for γeng = γ (∆teng). Here we approx-
imate λγγ (ETeV) ≈ d/τγ γ (ETeV) Mpc, using a fit to the Finke
et al. (2010) EBL model for 1ES 0229+200. A calculation with
λγγ (ETeV) ≈ d/(2τγ γ (ETeV)) Mpc gives similar results. Only
the first generation of cascade emission attenuated by the factor
exp[−τγ γ (ε1, z)] is shown here.

Results of calculations using this simplified analytic model
are shown in Figure 2. Figure 2(a) is a calculation where
the blazar engine operates for indefinitely long times, with

8 http://fermi.gsfc.nasa.gov/ssc/
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from the individual p-values for each source, Paccept,k, where Ns

is the number of sources. Fisher’s method assures that the TS is
distributed as a χ2 distribution with 2Ns degrees of freedom.
This χ2 distribution is integrated, giving the overall p-value of
acceptance, Paccept,com. We choose to present the combined
results for rejecting a model as the equivalent number of sigma
for which the model is rejected if the errors were distributed as
a normal distribution. That is, the number of sigma a model is
rejected is 4 � � P2 erf .1

accept,com( )

4. RESULTS

4.1. Results with Conservative Assumptions

Here we show the results for our conservative assumptions.
We choose a jet opening angle of θj = 0.1 rad, roughly
consistent with values from VLBI measurements (Jorstad
et al. 2005), and the EBL model from (Finke et al. 2010, their
“model C”). For the calculation of Fcascade,min we use tblazar = 3
years and Emax equal to the central energy of the maximum
observed bin from the IACTs. This tblazar is the typical time
between observations for the objects in our sample, and the
typical time for which we know the sources are not variable.
For calculation of Fcascade,max we use tblazar = 1/H0, i.e., we
assume the blazar has been emitting VHE γ-rays at the level
currently observed for the entire age of the universe; and
Emax = 100 TeV. For calculation of Fcascade,max the deabsorbed
VHE points are fit with a power law and extrapolated to
100 TeV to calculate the cascade component. The VHE
spectrum is assumed to have a hard cutoff at Emax. That is,
this assumes that the source does not emit any γ-rays
above Emax.

Our conservative results can be seen in Figure 4. One can see
that high magnetic field values (B  10−12 G for LB  1Mpc)
are not significantly ruled out, while low values (B  10−16 G
at 10−10 Mpc; B  10−21 G for LB  1Mpc) are ruled out at
≈7.2σ. For LB  1Mpc, the allowed B is essentially
independent of LB, since above this LB the electrons will lose
most of their energy from scattering within a single coherence
length. For LB  1Mpc, the allowed B goes as r �B LB

1 2 due
to the random change in direction of B, and hence the direction
of the electrons’ acceleration, as they cross several coherence

lengths. This overall dependence of the constraints on B and LB
has been pointed out previously by Neronov & Semikoz (2009)
and Neronov & Vovk (2010). There is a strange shape in the
contours at 1–10Mpc due to this transition region, and due to
the coarseness of our grid, which is one order of magnitude in
both B and LB.
Low magnetic field values are inconsistent with the data at

>5σ. We consider this to be quite a significant constraint. Since
many authors (e.g., Neronov & Vovk 2010; Dermer
et al. 2011) have ruled out low B values if the cascade
component is above the LAT 2σ upper limits, those authors are
implicitly ruling out the B values at the 2σ level. The high
magnetic field values are not significantly ruled out. The most
constraining sources in our sample for low B values turned out
to be 1ES 0229+200, 1ES 0347–121, and 1ES 1101–232, all
of which individually ruled out low B values at 4.5σ.
Our lower limits on B are lower than what many previous

authors have found in a similar fashion, but assuming tblazar= 1/
H0 (e.g., Neronov & Vovk 2010; Tavecchio et al. 2010, 2011;
Dolag et al. 2011). We compute a constraint with this less
conservative assumption on tblazar below in Section 4.3 for
comparison. Several authors have constrained the IGMF to be
B  10−18 G for LB = 1Mpc by using a shorter tblazar as we do
(e.g., Dermer et al. 2011; Taylor et al. 2011; Vovk et al. 2012).
Our lower limits are generally consistent with these authors,
although slightly lower (B > 10−19 G). The minor difference
could be due to the fact that we assume a sharp cutoff at high
energies in the intrinsic spectrum at the maximum VHE energy
bin observed from a source, while other authors extrapolate
above this energy in some way, typically with an exponential
form. This makes our results more conservative.

4.2. Robustness

In general, we consider our assumptions, and the results
found in Section 4.1, to be quite reasonable, and indeed quite
conservative. However, to be thorough, we have tested the
robustness of these results by varying some of the assumptions,
particularly those that would weaken the constraints, and
seeing if this made a significant difference in our results.
The first item we explored is the EBL model. One would

expect that the parameter space will be ruled out with greater
significance if a more intense and absorbing EBL model is
used, while it would be ruled out with lesser significance if a
less intense EBL model is used. We performed simulations for
a less intense EBL model, namely the model of Kneiske &
Dole (2010). This model was designed to be as close as
possible to the observed lower limits on the EBL from galaxy
counts; however, note that for some regions of parameter space,
other EBL models predict less absorption. The results can be
seen in Figure 5. The low B values are ruled out at 5.5σ, while
the high B values are still unconstrained. We also performed
simulations with the model of Franceschini et al. (2008), which
has a similar overall normalization as the Finke et al. (2010)
model, but its SED has a bit different shape. With this model
we found that low B values are ruled out at 6.7σ, and high B
values are again unconstrained.
There has been some evidence in recent years that the source

1ES 0229+200 is variable at VHE energies (Aliu et al. 2014),
as is 1ES 1218+304. We have therefore left out these sources
when computing our constraints, and the results can be seen in
Figure 6. Similar regions of parameter space are ruled out, but
at much less significance; low values of B are ruled out at 6.0σ.

Figure 4. Values of parameter space of B and LB ruled out for the combined
conservative results of Section 4.1 for all of our objects. The contours represent
the significance a particular region of parameter space is ruled out, in number
of sigma, as indicated by the bar. These constraints assume the Finke et al.
(2010) EBL model and θj = 0.1 rad.
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where μw (μΓ) is the measured Flog10 LAT( ) (Γ), σw (σΓ) is the
standard error from the power-law fit to the LAT data for

Flog10 LAT( ) (Γ), and ρ is the correlation coefficient between
Flog10 LAT( ) and Γ (i.e., the covariance is ρσwσΓ). The error in
Flog10 LAT( ) is calculated from the error in the flux (TFLAT)

with T T� F ln 10 .w F LATLAT ( ( ))
For the >1 GeV spectra, where a gamma distribution best

represented the flux from the power-law fit, we created an
ad hoc bivariate probability distribution based on a gamma
distribution. It is given by
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where μF (μΓ) is the measured FLAT (Γ), and σF (σΓ) is the
standard error from the power-law fit to the LAT data for FLAT
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2 ρ is the correlation coeffi-
cient between FLAT and Γ (i.e., the covariance is ST T(F ), and

¨( �
d

� �x dy e y 3f
y x

0

1( ) ( )

is the standard gamma function. This distribution was
constructed to resemble a gamma distribution for FLAT, a
normal distribution for Γ, preserve the correlated errors of a
bivariate normal distribution, be normalized to unity, and
reduce to a bivariate normal distribution for B � 1.F The latter
two properties are explored in Appendix B. This bivariate PDF
is not unlike the gamma-normal distribution explored by
Alzaatreh et al. (2014), although their distribution does not
preserve the correlation between the two variables, so it is not
useful for our purposes.
The errors on the flux of each VHE bin are assumed to be

described by a normal (Gaussian) distribution, given by
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where FVHE is the randomly drawn flux in that energy bin, and
NFVHE

and TFVHE are the reported flux and measurement error,
respectively.

3.5. Combined Constraints

For a given model (Step 1 in Section 3.3), we wish to
combine the constraints from all of our objects (Table 1) to
provide the strongest constraint possible for a given model.
Since the results for different objects are entirely independent,
this is done with Fisher’s method (Fisher 1925; Mosteller &
Fisher 1948). We first created a TS for all the sources,

�� �
�

TS P2 ln
k

N

0
accept,k

s ( )

Figure 3. PDF for the >100 MeV flux for 1ES 1101–232 as determined from
the LL plotted with several functional forms of the PDF: a normal distribution,
a log-normal distribution, and a gamma distribution.

Figure 2. Illustration of many of the steps in our method for ruling out models
from Section 3.3, using the γ-ray spectrum for 1ES 1101–232. The LAT
spectrum is shown as the bowtie, along with this spectrum extrapolated to the
VHE regime as the dashed curves. The observed HESS spectrum is shown as
the filled squares. The randomly drawn HESS points are shown as empty
diamonds (FVHE) and the randomly drawn LAT spectrum is shown as a line,
both of which are labeled “Step 2.” The deabsorbed points are shown as the
circles (FVHE,int) and labeled “Step 3.” The cascaded component and the
interpolated VHE spectrum used to calculate it are shown as dashed curves
labeled “Step 4.” The LAT spectrum extrapolated into the VHE regime is
shown as the dashed line labeled “Step 5.” For the MC iteration shown here,
the model is ruled out by both criteria in Step 5, since FLAT < Fcascade and for
several points FLAT,ext < FVHE,int.
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tension with the assumption adopted here that the spectral
parameters of the point sources are allowed to vary from the
broadband energy fit by a maximum of 5σ in each energy bin.
However, we do allow for curvature in the spectra by using a
log-parabola in addition to the exponential cutoff. As can be
seen from Figures 16, 18, and 19, large values of β are not
preferred.

Under the assumption that the considered blazars have
been active for more than 10 years, our limits agree with the
values found in a recent study by the VERITAS collabor-
ation(Archambault et al. 2017b). That study places a lower
limit on the IGMF strength, which lies between ∼5×10−15

and ∼7×10−14 G (for coherence lengths larger than the
inverse-Compton cooling length) due to the absence of a
broadening of the angular distribution of γ-rays from the source
1ES 1218+304. The limits also agree with H.E.S.S. measure-
ments from PKS 2155–305 that ruled out IGMF strengths of
(0.3–3)×10−15 G for λ=1Mpc(Abramowski et al. 2014).
Both of these studies assumed blazar activity times long
enough for the pair halo to be observable with IACTs.

For an activity time t>104 years, our analysis also excludes
B field values suggested in Chen et al. (2015b), where hints for
a helical IGMF were found from correlations of arrival
directions of diffuse γ-rays. It should be noted, however, that
the cascade flux and spatial extension depend on the helicity of
the IGMF, which is not included in the ELMAG 1D
simulation(Alves Batista et al. 2016). We cannot confirm
hints for pair halos as found in Chen et al. (2015a) with our
stacking analysis nor with our dedicated IGMF analysis, which
rules out the values suggested therein. Likely reasons for this
discrepancy are the use of the updated Pass 8 instrumental
response and the usage of the dedicated PSF event classes in
the present analysis (cf. Section 2). Furthermore, we run
dedicated source-finding algorithms, providing a complete
modeling of each ROI, while the analysis in Chen et al. (2015a)
relied on the two-year LAT point source catalog.

The obtained limits are on the same order of magnitude as
the projected exclusion limits for the future CTA presented in
Meyer et al. (2016), which, however, only took the spectral
features of the cascade into account and only used simulated
observations from four blazars.

6. Conclusions

We have presented the first Fermi catalog of high-latitude
( � n∣ ∣b 5 ) extended sources (FHES) for energies between
1GeV and 1TeV. Using the improved Pass 8 event
reconstruction and data analysis, we are able to identify 24
extended sources, 19 of which are identified as such for the
first time.
We are able to associate 5 of the 19 new sources with

counterparts from multiwavelength catalogs. We identify
two SNRs (SNRG119.5+10.2 and SNRG332.5−05.6) and
emission beyond the WMAP template in the radio lobes
of CenA. We also find evidence for extension of �Rext
n o n o n0 .030 0 .003 0 .007 from the Crab Nebula. Even though

the detection is not significant when systematic uncertainties
of the PSF are taken into account, it should be noted that
the measured extension agrees well with predictions from
synchrotron self-Compton emission scenarios and is not
observed in blazars with a similar flux above 10GeV
(Mkn 421, PG 1553+113, and PKS 2155−304). It is also in
accordance with the extension recently reported by the H.E.S.S.
collaboration(Holler et al. 2017). Furthermore, we have found
evidence for extended γ-ray emission toward three SFRs
(NGC 7822, NGC 1579, and IC 1396). However, NGC7822
and NGC1579 have been identified as spurious via limitations
in the IEM. IC1396 remains as a tentative association.
Three of the five unassociated newly discovered extended

sources have hard spectra with Γ  2, suggesting an association
with an SNR or PWN. However, our search for radio, X-ray,
or TeV counterparts in archival data was inconclusive.
Among these objects, we identify FHESJ1723.5−0501 and
FHESJ1741.6−3917 as the two most promising SNR candi-
dates. Follow-up observations at other wavelengths are encour-
aged in order to identify the origin of the γ-ray emission.
None of the newly discovered extended sources are located

at a Galactic latitude � n∣ ∣b 20 , and the only extragalactic
sources reported here have been previously identified as
extended (including M 31, Fornax A, and the Cen A lobes).
After correcting for trials, we do not find evidence of extended
emission in high-latitude sources whether considered indivi-
dually or as a population. This is also true for the sample of 38
IACT-detected blazars in the sample of Biteau & Williams
(2015). Among the sources in this sample, PKS1510−08

Figure 17. Ninety-five percent lower limits on the field strength of the IGMF for θjet=6°. Left: exclusions for tmax=10 years for individual sources. Right:
combined exclusion limits for different blazar activity times. The solid lines indicate the combined limits if the sources 1ES 0229+200 and 1ES 1218+304 are
excluded from the sample. Above the blue dashed line, the small angle approximation adopted by ELMAG breaks down for an increasing number of cascade photons
(cf. Equation (8), where an energy of 1 GeV has been assumed for the cascade photons).
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Figure 2. E > 1 GeV band images of the sky region around TeV blazars with
jets inclined at θobs = 0◦, θobs = 3◦, θobs = 6◦, and θobs = 9◦ (left to right).
The jet opening angle is Θjet = 3◦ and the EGMF strength is B = 10−16 G.
The spacing of the coordinate grid is 2◦; the color scale is logarithmic in surface
brightness: yellow corresponds to the maximal surface brightness and black
corresponds to the surface brightness less than 10−3 of the maximal value.
(A color version of this figure is available in the online journal.)
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Figure 3. E > 1 GeV band images of the sky region around TeV blazars with
Θjet = θobs = 3◦ for different values of the EGMF strength. From left to right:
10−17 G, 10−16 G, 10−15 G, 10−14 G.
(A color version of this figure is available in the online journal.)

For magnetic fields stronger than B ∼ 10−15 G, the size of
the extended source reaches ten(s) of degrees. In this case, the
extended source could significantly contribute to the diffuse
γ -ray background.

Cascade emission coming from regions with angular dis-
tance θ ! 1◦ to the primary source is delayed by Tdelay ∼
105–107 yr compared to the direct emission from the source.
This means that “echoes” from periods of enhanced activity of
the source (e.g., an enhanced accretion rate following major
merger episodes), which happened all along the lifetime of an
AGN some time T ago, could enhance the flux at the distance
θ $ 1.◦7[T/106 yr][(θobs + Θjet)/5◦] from the source.

Figure 4 shows a time sequence of E > 1 GeV band images
of the sky region around a TeV source at different times after a
short episode of TeV γ -ray emission. One can clearly see that
the emission at large angular distances is delayed by up to 107 yr.

10.10.010.001

Figure 4. E > 1 GeV band images of the sky region around a TeV blazar
with Θjet = θobs = 3◦ at different times following instantaneous injection
of 1 TeV γ -rays at the source. From left to right: images in time intervals
0 < Tdelay < 105 yr, 105 yr <Tdelay < 106 yr, 106 yr <Tdelay < 3 × 106 yr,
and 3 × 106 yr < Tdelay < 107 yr after the outburst. B = 10−16 G.
(A color version of this figure is available in the online journal.)

The flux coming from the region at an angular distance θ from
the point source is proportional to the source flux averaged over
the period Tdelay. Therefore, it is possible that GeV γ -rays are
detectable today from an AGN which was active some 107 yr
ago, but at present it is no longer active. In this case, a GeV
source would be classified as “unidentified”: the parent AGN
(1) could not be identified as an AGN in the optical, X-ray, and
TeV γ -ray bands or (2) the GeV source is displaced from the
position of the parent AGN. The characteristic feature of such
an unidentified “AGN remnant” is the absence of counterparts
at lower energies: If the GeV γ -rays are produced by e+e− pairs
deposited in the intergalactic medium by primary TeV γ -rays,
the only energy loss mechanism for the pairs is IC scattering on
CMB photons.

4. DISCUSSION

The presence of extended jet-like emission at degree scales
should be a generic feature of GeV band images of TeV blazars.
The total flux of the jet-like extended source is proportional
to the source luminosity in the TeV energy band. Taking into
account the fact that TeV blazars have hard γ -ray spectra, the
primary source luminosity in the TeV band could be much larger
than its GeV luminosity, so that the overall extended source
luminosity could be higher than the primary source luminosity
in the GeV band. This means that the best candidates for the
search of extended emission are TeV blazars with hard intrinsic
spectra.

This does not automatically mean that the extended emission
should be readily detectable in Fermi images of TeV blazars.
In spite of the larger luminosity, the extended source flux might
be suppressed if the EGMF is strong enough to randomize the
trajectories of e+e− pairs before they lose their energy to the
GeV band via IC emission. The maximal possible suppression
of the extended source flux is by a factor of Θ−2

jet ∼ 100.
Another potential problem for the detection of jet-like ex-

tended emission next to TeV blazars is that the extended source
has to be identified on top of the diffuse γ -ray background. The
minimal detectable flux for extended sources increases roughly
as θ1/2, where θ is the angular length of the jet-like extended
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tension with the assumption adopted here that the spectral
parameters of the point sources are allowed to vary from the
broadband energy fit by a maximum of 5σ in each energy bin.
However, we do allow for curvature in the spectra by using a
log-parabola in addition to the exponential cutoff. As can be
seen from Figures 16, 18, and 19, large values of β are not
preferred.

Under the assumption that the considered blazars have
been active for more than 10 years, our limits agree with the
values found in a recent study by the VERITAS collabor-
ation(Archambault et al. 2017b). That study places a lower
limit on the IGMF strength, which lies between ∼5×10−15

and ∼7×10−14 G (for coherence lengths larger than the
inverse-Compton cooling length) due to the absence of a
broadening of the angular distribution of γ-rays from the source
1ES 1218+304. The limits also agree with H.E.S.S. measure-
ments from PKS 2155–305 that ruled out IGMF strengths of
(0.3–3)×10−15 G for λ=1Mpc(Abramowski et al. 2014).
Both of these studies assumed blazar activity times long
enough for the pair halo to be observable with IACTs.

For an activity time t>104 years, our analysis also excludes
B field values suggested in Chen et al. (2015b), where hints for
a helical IGMF were found from correlations of arrival
directions of diffuse γ-rays. It should be noted, however, that
the cascade flux and spatial extension depend on the helicity of
the IGMF, which is not included in the ELMAG 1D
simulation(Alves Batista et al. 2016). We cannot confirm
hints for pair halos as found in Chen et al. (2015a) with our
stacking analysis nor with our dedicated IGMF analysis, which
rules out the values suggested therein. Likely reasons for this
discrepancy are the use of the updated Pass 8 instrumental
response and the usage of the dedicated PSF event classes in
the present analysis (cf. Section 2). Furthermore, we run
dedicated source-finding algorithms, providing a complete
modeling of each ROI, while the analysis in Chen et al. (2015a)
relied on the two-year LAT point source catalog.

The obtained limits are on the same order of magnitude as
the projected exclusion limits for the future CTA presented in
Meyer et al. (2016), which, however, only took the spectral
features of the cascade into account and only used simulated
observations from four blazars.

6. Conclusions

We have presented the first Fermi catalog of high-latitude
( � n∣ ∣b 5 ) extended sources (FHES) for energies between
1GeV and 1TeV. Using the improved Pass 8 event
reconstruction and data analysis, we are able to identify 24
extended sources, 19 of which are identified as such for the
first time.
We are able to associate 5 of the 19 new sources with

counterparts from multiwavelength catalogs. We identify
two SNRs (SNRG119.5+10.2 and SNRG332.5−05.6) and
emission beyond the WMAP template in the radio lobes
of CenA. We also find evidence for extension of �Rext
n o n o n0 .030 0 .003 0 .007 from the Crab Nebula. Even though

the detection is not significant when systematic uncertainties
of the PSF are taken into account, it should be noted that
the measured extension agrees well with predictions from
synchrotron self-Compton emission scenarios and is not
observed in blazars with a similar flux above 10GeV
(Mkn 421, PG 1553+113, and PKS 2155−304). It is also in
accordance with the extension recently reported by the H.E.S.S.
collaboration(Holler et al. 2017). Furthermore, we have found
evidence for extended γ-ray emission toward three SFRs
(NGC 7822, NGC 1579, and IC 1396). However, NGC7822
and NGC1579 have been identified as spurious via limitations
in the IEM. IC1396 remains as a tentative association.
Three of the five unassociated newly discovered extended

sources have hard spectra with Γ  2, suggesting an association
with an SNR or PWN. However, our search for radio, X-ray,
or TeV counterparts in archival data was inconclusive.
Among these objects, we identify FHESJ1723.5−0501 and
FHESJ1741.6−3917 as the two most promising SNR candi-
dates. Follow-up observations at other wavelengths are encour-
aged in order to identify the origin of the γ-ray emission.
None of the newly discovered extended sources are located

at a Galactic latitude � n∣ ∣b 20 , and the only extragalactic
sources reported here have been previously identified as
extended (including M 31, Fornax A, and the Cen A lobes).
After correcting for trials, we do not find evidence of extended
emission in high-latitude sources whether considered indivi-
dually or as a population. This is also true for the sample of 38
IACT-detected blazars in the sample of Biteau & Williams
(2015). Among the sources in this sample, PKS1510−08

Figure 17. Ninety-five percent lower limits on the field strength of the IGMF for θjet=6°. Left: exclusions for tmax=10 years for individual sources. Right:
combined exclusion limits for different blazar activity times. The solid lines indicate the combined limits if the sources 1ES 0229+200 and 1ES 1218+304 are
excluded from the sample. Above the blue dashed line, the small angle approximation adopted by ELMAG breaks down for an increasing number of cascade photons
(cf. Equation (8), where an energy of 1 GeV has been assumed for the cascade photons).
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Figure 2. E > 1 GeV band images of the sky region around TeV blazars with
jets inclined at θobs = 0◦, θobs = 3◦, θobs = 6◦, and θobs = 9◦ (left to right).
The jet opening angle is Θjet = 3◦ and the EGMF strength is B = 10−16 G.
The spacing of the coordinate grid is 2◦; the color scale is logarithmic in surface
brightness: yellow corresponds to the maximal surface brightness and black
corresponds to the surface brightness less than 10−3 of the maximal value.
(A color version of this figure is available in the online journal.)
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Figure 3. E > 1 GeV band images of the sky region around TeV blazars with
Θjet = θobs = 3◦ for different values of the EGMF strength. From left to right:
10−17 G, 10−16 G, 10−15 G, 10−14 G.
(A color version of this figure is available in the online journal.)

For magnetic fields stronger than B ∼ 10−15 G, the size of
the extended source reaches ten(s) of degrees. In this case, the
extended source could significantly contribute to the diffuse
γ -ray background.

Cascade emission coming from regions with angular dis-
tance θ ! 1◦ to the primary source is delayed by Tdelay ∼
105–107 yr compared to the direct emission from the source.
This means that “echoes” from periods of enhanced activity of
the source (e.g., an enhanced accretion rate following major
merger episodes), which happened all along the lifetime of an
AGN some time T ago, could enhance the flux at the distance
θ $ 1.◦7[T/106 yr][(θobs + Θjet)/5◦] from the source.

Figure 4 shows a time sequence of E > 1 GeV band images
of the sky region around a TeV source at different times after a
short episode of TeV γ -ray emission. One can clearly see that
the emission at large angular distances is delayed by up to 107 yr.
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Figure 4. E > 1 GeV band images of the sky region around a TeV blazar
with Θjet = θobs = 3◦ at different times following instantaneous injection
of 1 TeV γ -rays at the source. From left to right: images in time intervals
0 < Tdelay < 105 yr, 105 yr <Tdelay < 106 yr, 106 yr <Tdelay < 3 × 106 yr,
and 3 × 106 yr < Tdelay < 107 yr after the outburst. B = 10−16 G.
(A color version of this figure is available in the online journal.)

The flux coming from the region at an angular distance θ from
the point source is proportional to the source flux averaged over
the period Tdelay. Therefore, it is possible that GeV γ -rays are
detectable today from an AGN which was active some 107 yr
ago, but at present it is no longer active. In this case, a GeV
source would be classified as “unidentified”: the parent AGN
(1) could not be identified as an AGN in the optical, X-ray, and
TeV γ -ray bands or (2) the GeV source is displaced from the
position of the parent AGN. The characteristic feature of such
an unidentified “AGN remnant” is the absence of counterparts
at lower energies: If the GeV γ -rays are produced by e+e− pairs
deposited in the intergalactic medium by primary TeV γ -rays,
the only energy loss mechanism for the pairs is IC scattering on
CMB photons.

4. DISCUSSION

The presence of extended jet-like emission at degree scales
should be a generic feature of GeV band images of TeV blazars.
The total flux of the jet-like extended source is proportional
to the source luminosity in the TeV energy band. Taking into
account the fact that TeV blazars have hard γ -ray spectra, the
primary source luminosity in the TeV band could be much larger
than its GeV luminosity, so that the overall extended source
luminosity could be higher than the primary source luminosity
in the GeV band. This means that the best candidates for the
search of extended emission are TeV blazars with hard intrinsic
spectra.

This does not automatically mean that the extended emission
should be readily detectable in Fermi images of TeV blazars.
In spite of the larger luminosity, the extended source flux might
be suppressed if the EGMF is strong enough to randomize the
trajectories of e+e− pairs before they lose their energy to the
GeV band via IC emission. The maximal possible suppression
of the extended source flux is by a factor of Θ−2

jet ∼ 100.
Another potential problem for the detection of jet-like ex-

tended emission next to TeV blazars is that the extended source
has to be identified on top of the diffuse γ -ray background. The
minimal detectable flux for extended sources increases roughly
as θ1/2, where θ is the angular length of the jet-like extended
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Figure 1. Spectra of the primary and pair echo emission of Mrk 501 for the case
B = 10−20 G. The primary spectra for the flare and quiescent states are each
shown with (long dashed) and without (solid) intergalactic γ γ absorption, along
with the absorption-corrected data from VERITAS observations. Also plotted
are the echo from the flare state at observer time t = 1, 10, and 100 days after
the flare (dashed, from top to bottom), as well as the echo from the quiescent
state (dotted).
(A color version of this figure is available in the online journal.)

of pair production near the observer, we consider the time-
integrated flux due to the fraction of pairs that originate between
radii rγ γ and rγ γ + ∆r from the source,

∆
dNe

dγe

= 4me

dNγ

dEγ

(e−rγ γ /λγγ − e−(rγ γ +∆r)/λγγ ). (3)

The total time-integrated flux of pairs can be evaluated by
integrating over rγ γ as

dNe

dγe

=
∫ D

0
drγ γ

λIC,cool

c∆t(rγ γ )
4me

dNγ

dEγ

e−rγ γ

λγ γ

, (4)

where ∆t(rγ γ ) is given by the above expression for ∆t =
∆tang + ∆tB with λγγ replaced by rγ γ .

Note that the pair echo fluence is determined by the total
amount of absorbed primary gamma rays and thus is indepen-
dent of the IGMF, in contrast to the pair echo flux which is
roughly given by the fluence divided by ∆t . Weaker IGMFs
generally give higher echo fluxes, as long as the time delay does
not become dominated by angular spreading and the echo flux
remains sensitive to B. For rcoh = 1 kpc, ∆tB approaches ∆tang

if B ∼ 10−20 G.
In applying the above formalism to the 2009 Mrk 501 activ-

ity, we clarify what we employ for the primary TeV spectra and
light curves. Both flare and quiescent states can make impor-
tant contributions to the pair echo emission. A TeV flare was
observed for at least three days from MJD 54953 (Section 2);
however, it may have continued for a longer time, or even sep-
arate flares could have occurred over the following weeks, as
can be speculated from the hard, 30 day Fermi-LAT spectrum.
Nevertheless, we choose to be conservative and assume that
there is no other flare state during the campaign besides the
three days seen by VERITAS. Although the quiescent state was
also only sparsely sampled at TeV, since both VERITAS and
MAGIC measured a consistent flux and spectrum at separate
times, we postulate that the quiescent emission is steady over
the period covered by the TeV telescopes, the sole assump-
tion we make regarding TeV activity not directly observed.
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Figure 2. Light curve of Mrk 501 in the 1–10 GeV band from the on-
set of the TeV flare on MJD 54953. Pair echo expectations for B =
10−20.5, 10−20, 10−19.5, 10−19 G (curves from top to bottom) are compared
with Fermi-LAT data binned at one-day intervals using the aperture photometry
method, where errors (vertical bars) or upper limits (downward arrows) are at
the 68% confidence level.
(A color version of this figure is available in the online journal.)

Thus, we consider the primary light curve to consist of a flare
state with a top-hat shape for the 3 days MJD 54953–54955,
together with a steady quiescent state for the preceding
46 days MJD 54907–54952 as well as the ensuing 49 days
MJD 54956–55004. The primary flux and spectrum for each
state are chosen such that they are compatible with those ob-
served by VERITAS after accounting for intergalactic γ γ ab-
sorption with the CIB model of Franceschini et al. (2008),
and are described by the same power-law functional form
mentioned in Section 2 but with the parameters K = 9 ×
10−11 ph cm−2 s−1 TeV−1 and a = 2.0 for the flare state, and
K = 2 × 10−11 ph cm−2 s−1 TeV−1 and a = 2.3 for the qui-
escent state. Minimum and maximum cutoffs are also imposed
at 0.1 TeV and 5 TeV, respectively, the latter corresponding to
the highest energy photons detected by VERITAS and MAGIC.
Comparing the pair echo emission calculated in this way with
the observed GeV limits gives conservative lower bounds on the
IGMF, since any additional primary emission, outside either the
above time interval or the above spectral range, would only add
to the pair echo flux and lead to tighter bounds.

4. RESULTS AND DISCUSSION

Figure 1 shows the spectra of the primary and pair echo
emission for the flare and quiescent states when B = 10−20 G.
The primary spectra are displayed both with and without
intergalactic γ γ absorption, the latter to be compared with the
absorption-corrected VERITAS data as given in Abdo et al.
(2011). The echo from the flare state is plotted at observer times
t = 1, 10, and 100 days after the flare, fading progressively
on timescales approximately corresponding to ∆t . In contrast,
here the echo due to the quiescent state is essentially stationary
on the timescale of the campaign and independent of B. Note,
however, that for stronger B with accordingly longer ∆tB , even
the quiescent echo component can be nonstationary, particularly
at low energies. Only when the primary emission persists at a
steady level for a time considerably longer than ∆tB does the
echo reach stationarity, as demonstrated by Dermer et al. (2011).

The light curves of the pair echo in the 1–10 GeV band after
the onset of the TeV flare on MJD 54953 are plotted in Figure 2
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Figure 4. Daily Fermi-LAT 2σ sensitivity (dotted), pair-echo light curves for B = 10−20.5 G (solid) and B = 10−20 G (dashed), and Fermi 50% confidence upper
limits (crosses), all at 1–10 GeV.
(A color version of this figure is available in the online journal.)

the peak flux of the echo is larger and its response to the primary
emission is quicker. Although the magnetic deflection implies
that the pair-echo emission should also be spatially extended
around the primary source, the extension is much smaller than
the Fermi angular resolution and can be neglected for the field
strengths of B ∼ 10−20 G considered here.

4. STATISTICAL ANALYSIS

We now compare the expected pair echo with the Fermi-
LAT data and derive constraints on the IGMF. Compared with
our previous paper (Takahashi et al. 2012), we have a much
greater number of independent flux bins (each representing the
daily count), so a more sophisticated method of deriving the
constraints is necessary. First, we compute the probability Pi
that a specific value of the IGMF amplitude is excluded by
the ith flux bin, using the probability distribution function of
the true flux obtained from the Fermi-LAT observation. Then,
we combine the probabilities to derive the total probability Ptot
using meta-analysis.

Note that it would not be appropriate to simply combine
such probabilities for all bins. If the TeV flux for the ith bin
is low enough for the expected echo flux to be below the
Fermi sensitivity for that bin, the probability Pi would be small,
irrespective of B. If we combine all such probabilities, the total
probability Ptot can become so small that no constraints on B can
be obtained, even if some values of Pi are sufficiently large for
bins during TeV flares. Thus, we must select data bins for which
the expected echo flux would be detectable by Fermi, depending
on the assumed value of B. As explained above, larger B results
in a weaker echo that can only be detected for bins with higher
TeV flux, so the number of such bins will be smaller. Here we set
this selection threshold such that the echo flux exceeds the 2σ
sensitivity of Fermi-LAT. In Figure 4, this is compared with the
echo light curves for B = 10−20.5 G and 10−20 G at 1–10 GeV
during a particular 50 day period (only a small fraction of the
entire data set). Here four and three bins exceed the Fermi-LAT
sensitivity for B = 10−20.5 G and 10−20 G, respectively, which
correspond to large TeV flares as seen in Figure 3.

Figure 4 also plots the 50% confidence Fermi-LAT upper
limits on the daily flux. For the first flare (MJD 55147), the
expected pair-echo flux for B = 10−20.5 G greatly exceeds the
upper limit, and the probability that this value of B is excluded
is very large. Although that for B = 10−20 G also exceeds the
limit, it does not reach the 2σ sensitivity, so the bin is not
counted to compute Ptot for this B value. For the second (MJD
55152) and third (MJD 55166) flares, the echo fluxes surpass
the upper limits as well as the sensitivity for both B = 10−20.5 G
and 10−20 G. For the fourth flare (MJD 55182), the echo flux
for B = 10−20.5 G is comparable to the 50% confidence upper
limit, neither favoring nor excluding this B value, whereas that
for B = 10−20 G is not constrained by the limit and this B value
remains allowed.

We now consider the probability distribution function of the
true flux and calculate the probability Pi that it is less than the
expected pair-echo flux for the ith bin. To combine Pi, we use
the inverse normal method, a type of meta-analysis. First, we
derive the Z value of the normal distribution for the ith bin, Zi,
which is the percentile (point) of the one-sided P value Pi. Note
that Zi is negative if Pi < 0.5. Next, we compute the total Z
value Ztot as

Ztot = 1√
N

N∑

i=1

Zi, (4)

where N is the number of the selected bins. Finally, we derive
the one-sided P value Ptot of the normal distribution that
corresponds to the above Ztot. We can interpret Ptot such that
the assumed value of B is excluded at a confidence level of Ptot.

Figure 5 shows Ztot as a function of B. For B ! 10−20.5 G, the
delay time of the pair echo is determined by angular spreading
and becomes independent of B. Such weak IGMFs including
B = 0 is excluded by about 4σ significance. The significance
decreases for larger B, and no constraints are obtained for
B " 10−19.7 G. This is a consequence of the lack of any time
bins for which the pair-echo flux exceeds the 2σ Fermi-LAT
sensitivity when B # 10−19.5 G.

Here we have not considered emission components other than
the pair echo in the GeV band. In reality, there is likely to be
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Figure 1. Known constraints on the strength and correla-
tion length of the IGMF (Neronov & Semikoz 2009; Durrer
& Neronov 2013). Red, blue, and green lines show the hints
of the existence of a cosmological magnetic field from the
CMB (Jedamzik & Pogosian 2020), 21 cm line (Natwariya
& Bhatt 2020) and baryogenesis (Fujita & Kamada 2016)
correspondingly. Blue dashed regions show the sensitivity
of di↵erent detection techniques (Neronov & Semikoz 2009;
Durrer & Neronov 2013). Black upper bound is from the
analysis of the CMB signal by (Jedamzik & Saveliev 2019).

The magnetic fields surviving until the epochs of re-
combination and reionization should have been pro-
duced during phase transitions in the early universe (see
(Durrer & Neronov 2013) for a review). The presence
of a helical magnetic field at the epoch of electroweak
phase transition can enable an explanation of the baryon
asymmetry of the universe within the standard model
of particle physics (Giovannini & Shaposhnikov 1998;
Fujita & Kamada 2016). The range of magnetic field
strength 10�14 G< B < 10�12 G, which is compatible
with this baryogenesis scenario is shown by the green
shading in Fig. 1. Remarkably, the field strength re-
quired for a successful explanation of the baryon asym-
metry is consistent with that needed for an explanation
of the EDGES signal and of the Hubble parameter mea-
surement tensions.
The combination of these observational hints for the

existence of a cosmological magnetic field defines an
order-of-magnitude wide ”sweet spot” around B ⇠
10�12 G in which the field estimates from multiple ef-
fects intersect. The most convincing evidence for the ex-
istence of a field with such strength would be its direct
detection in the intergalactic medium. In what follows
we explore the possibility of the measurement of such a
field with �-ray telescopes. We demonstrate that even
though the field is at the upper sensitivity end of the �-

ray technique, its detection should still be possible with
a deep exposure of the nearest blazars with CTA.

2. ANALYTICAL ESTIMATES

Fields with strengths in the range of B ⇠ 10�12 G
are at the upper end of the sensitivity reach of the �-
ray measurement method (Neronov & Semikoz 2009).
They are strong enough to deflect trajectories of elec-
trons with energies in the 10-100 TeV range. This im-
plies that the highest energy �-ray signal accessible to
telescopes should be used for the signal measurements.
In this situation it is not clear if the small angle deflec-
tion approximation previously used for the sensitivity
estimates used by (Neronov & Semikoz 2009) is valid.
We reassess the analytical estimates in this high-energy
/ strong field regime below.
The correlation length �B of cosmological magnetic

fields scales with the strength as (Banerjee & Jedamzik
2004)

B ⇠ 10�11


�B

1 kpc

�
G (1)

The field power spectrum is shaped by the turbulence
on the scales shorter than �B . The integral length scale
of the field with power spectrum PB(k) / k

�n as

�B ⇡ LB
n� 1

2n
=

LB

5
(2)

for n = 5/3 (assuming the Kolmogorov turbulence spec-
trum), where LB is the maximum scale of the Kol-
mogorov spectrum.
We consider secondary emission induced by interac-

tions of primary �-rays with energies E�0. The mean
free path of these �-rays through the EBL is

��0 ' 2.5


E�0

100 TeV

��1.6

Mpc (3)

For the analytical estimates we assume that each pri-
mary �-ray produces an electron and a positron with en-
ergies of Ee = E�0/2. The electrons and positrons cool
due to the inverse Compton scattering of CMB photons
on the distance scale

De ' 7


Ee

50 TeV

��1

kpc (4)

in the Thomson regime of inverse Compton scattering1

relevant for the scattering of CMB photons by electrons

1
Our numerical modeling takes into account the full Klein-Nishina

cross-section of inverse Compton scattering. The Klein-Nishna

e↵ect corrects analytical estimates, but does not change the qual-

itative picture presented in this section.
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from the individual p-values for each source, Paccept,k, where Ns

is the number of sources. Fisher’s method assures that the TS is
distributed as a χ2 distribution with 2Ns degrees of freedom.
This χ2 distribution is integrated, giving the overall p-value of
acceptance, Paccept,com. We choose to present the combined
results for rejecting a model as the equivalent number of sigma
for which the model is rejected if the errors were distributed as
a normal distribution. That is, the number of sigma a model is
rejected is 4 � � P2 erf .1

accept,com( )

4. RESULTS

4.1. Results with Conservative Assumptions

Here we show the results for our conservative assumptions.
We choose a jet opening angle of θj = 0.1 rad, roughly
consistent with values from VLBI measurements (Jorstad
et al. 2005), and the EBL model from (Finke et al. 2010, their
“model C”). For the calculation of Fcascade,min we use tblazar = 3
years and Emax equal to the central energy of the maximum
observed bin from the IACTs. This tblazar is the typical time
between observations for the objects in our sample, and the
typical time for which we know the sources are not variable.
For calculation of Fcascade,max we use tblazar = 1/H0, i.e., we
assume the blazar has been emitting VHE γ-rays at the level
currently observed for the entire age of the universe; and
Emax = 100 TeV. For calculation of Fcascade,max the deabsorbed
VHE points are fit with a power law and extrapolated to
100 TeV to calculate the cascade component. The VHE
spectrum is assumed to have a hard cutoff at Emax. That is,
this assumes that the source does not emit any γ-rays
above Emax.

Our conservative results can be seen in Figure 4. One can see
that high magnetic field values (B  10−12 G for LB  1Mpc)
are not significantly ruled out, while low values (B  10−16 G
at 10−10 Mpc; B  10−21 G for LB  1Mpc) are ruled out at
≈7.2σ. For LB  1Mpc, the allowed B is essentially
independent of LB, since above this LB the electrons will lose
most of their energy from scattering within a single coherence
length. For LB  1Mpc, the allowed B goes as r �B LB

1 2 due
to the random change in direction of B, and hence the direction
of the electrons’ acceleration, as they cross several coherence

lengths. This overall dependence of the constraints on B and LB
has been pointed out previously by Neronov & Semikoz (2009)
and Neronov & Vovk (2010). There is a strange shape in the
contours at 1–10Mpc due to this transition region, and due to
the coarseness of our grid, which is one order of magnitude in
both B and LB.
Low magnetic field values are inconsistent with the data at

>5σ. We consider this to be quite a significant constraint. Since
many authors (e.g., Neronov & Vovk 2010; Dermer
et al. 2011) have ruled out low B values if the cascade
component is above the LAT 2σ upper limits, those authors are
implicitly ruling out the B values at the 2σ level. The high
magnetic field values are not significantly ruled out. The most
constraining sources in our sample for low B values turned out
to be 1ES 0229+200, 1ES 0347–121, and 1ES 1101–232, all
of which individually ruled out low B values at 4.5σ.
Our lower limits on B are lower than what many previous

authors have found in a similar fashion, but assuming tblazar= 1/
H0 (e.g., Neronov & Vovk 2010; Tavecchio et al. 2010, 2011;
Dolag et al. 2011). We compute a constraint with this less
conservative assumption on tblazar below in Section 4.3 for
comparison. Several authors have constrained the IGMF to be
B  10−18 G for LB = 1Mpc by using a shorter tblazar as we do
(e.g., Dermer et al. 2011; Taylor et al. 2011; Vovk et al. 2012).
Our lower limits are generally consistent with these authors,
although slightly lower (B > 10−19 G). The minor difference
could be due to the fact that we assume a sharp cutoff at high
energies in the intrinsic spectrum at the maximum VHE energy
bin observed from a source, while other authors extrapolate
above this energy in some way, typically with an exponential
form. This makes our results more conservative.

4.2. Robustness

In general, we consider our assumptions, and the results
found in Section 4.1, to be quite reasonable, and indeed quite
conservative. However, to be thorough, we have tested the
robustness of these results by varying some of the assumptions,
particularly those that would weaken the constraints, and
seeing if this made a significant difference in our results.
The first item we explored is the EBL model. One would

expect that the parameter space will be ruled out with greater
significance if a more intense and absorbing EBL model is
used, while it would be ruled out with lesser significance if a
less intense EBL model is used. We performed simulations for
a less intense EBL model, namely the model of Kneiske &
Dole (2010). This model was designed to be as close as
possible to the observed lower limits on the EBL from galaxy
counts; however, note that for some regions of parameter space,
other EBL models predict less absorption. The results can be
seen in Figure 5. The low B values are ruled out at 5.5σ, while
the high B values are still unconstrained. We also performed
simulations with the model of Franceschini et al. (2008), which
has a similar overall normalization as the Finke et al. (2010)
model, but its SED has a bit different shape. With this model
we found that low B values are ruled out at 6.7σ, and high B
values are again unconstrained.
There has been some evidence in recent years that the source

1ES 0229+200 is variable at VHE energies (Aliu et al. 2014),
as is 1ES 1218+304. We have therefore left out these sources
when computing our constraints, and the results can be seen in
Figure 6. Similar regions of parameter space are ruled out, but
at much less significance; low values of B are ruled out at 6.0σ.

Figure 4. Values of parameter space of B and LB ruled out for the combined
conservative results of Section 4.1 for all of our objects. The contours represent
the significance a particular region of parameter space is ruled out, in number
of sigma, as indicated by the bar. These constraints assume the Finke et al.
(2010) EBL model and θj = 0.1 rad.
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neutral at z�7. These constraints are consistent with the
integral constraints of � §xH I measured from the electron
scattering optical depth of the CMB (Planck Collaboration
et al. 2018) shown as the underlying shaded region in Figure 6.
They are also in broad agreement with recent calculations (e.g.,
Robertson et al. 2015; Naidu et al. 2020) and simulations (e.g.,
Kulkarni et al. 2019) of the cosmic reionization history, as well
as constrains from gamma-ray burst damping wings (Totani
et al. 2006, 2016; Greiner et al. 2009), the detections of Lyα
emissions from high-redshift galaxies (e.g., Ouchi et al. 2010;
Mason et al. 2018), and Lyα luminosity functions (e.g.,
Kashikawa et al. 2006; Konno et al. 2018).

5. Summary and Discussion

In this paper we present high-quality near-infrared spectro-
scopic observations of a bright z=7 quasar, J0252–0503, to
constrain the cosmic reionization with quasar damping wing
modeling and the SMBH growth with BH mass and Eddington
ratio measurements.

We measure the mass of the central SMBH to be
� o qM M1.39 0.16 10BH

9( ) : based on the single-epoch
virial method. The Eddington ratio of J0252–0503 is measured
to be λEdd=0.7±0.1, slightly lower than that of the other
three z�7 quasars with similar luminosities. If J0252–0503
has been accreting at such Eddington ratio since z∼20 with a
radiative efficiency of 10%, it would require a seed BH of
_ M105

:, which significantly exceeds the predicted mass range
from stellar remnant BHs and requires more exotic seed
formation mechanisms like direct collapse BHs. J0252–0503,
along with the other three luminous z>7 quasars hosting
billion solar-mass SMBHs, places the strongest constraints on
early BH assembly mechanisms.

In order to investigate whether a damping wing is present in
the spectrum of J0252–0503, we explored two different
methods to construct the intrinsic spectrum of J0252–0503.
The Lyα region of a composite spectrum computed from a

sample of C IV blueshift-matched low-redshift quasar analogs
is consistent with the prediction made by a PCA nonparametric
predictive approach. Both methods suggest that a strong
damping wing absorption is present in the J0252–0503
spectrum. We modeled the damping wing profile produced
by either a single-component DLA system or a significantly
neutral IGM. However, there is no significant detection of
metals at the potential DLA system redshift over a wide range
of ±1500 km s−1, suggesting that the strong damping wing in
the J0252–0503 spectrum is most likely imprinted by a
significantly neutral IGM unless the metallicity of the putative
DLA is more than 10,000 times lower than the solar metallicity.
To constrain the IGM neutral hydrogen fraction, � §xH I , at

z=7 with the damping wing in J0252–0503, we applied the
hybrid model developed by Davies et al. (2018b) to our PCA
continuum prediction for J0252–0503. Our analysis shows that
the damping wing in J0252–0503 is the strongest one yet seen
in z�7 quasar spectra. By marginalizing over quasar lifetime
with a log-uniform prior in the range of � �t10 10 yr3

Q
8 , we

measure the median and the central 68% (95%) confidence
interval for � §xH I to be � § � �

�
�
�x 0.70H 0.23

0.20
0.48
0.28

I ( ) at z∼7. The
recent study by D’Aloisio et al. (2020) suggests that unrelaxed
gaseous structures may exist in the postreionization IGM,
meaning that the mean free path of ionizing photons is shorter
compared with a model that assumes the gas is fully relaxed.
The mean free path in the quasar proximity zone, however,
should still be quite long due to the strong ionizing radiation of
the central luminous quasar (McQuinn et al. 2011; D’Aloisio
et al. 2018; Davies 2020). Thus our constraints on � §xH I based
on damping wing analysis should not be strongly affected by
unrelaxed baryons in the proximity zone.
Despite the limited precision of quasar continuum recon-

structions and the degeneracy of � §xH I and quasar lifetime, the
damping wing is still highly effective in constraining the
reionization history. Although the currently available sample of
quasar sight lines at z7 is very small, more luminous z7
quasars are expected to be found in the next few years through
ongoing quasar searches (e.g., Bañados et al. 2018; Wang et al.
2018; Matsuoka et al. 2019b; Reed et al. 2019; Yang et al.
2019). Moreover, the Euclid wide survey will be online soon,
and will discover more than 100 quasars at z>7 (Euclid
Collaboration et al. 2019). In addition, the Near-Infrared
Spectrograph on the James Webb Space Telescope will provide
much higher quality spectroscopic data for more precise quasar
damping wing analyses. Thus, we expect that quasar damping
wing analyses will have the capability to place increasingly
strong constraints on the cosmic reionization history during the
next several years.
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Figure 6. Cosmic reionization history constraints from quasar spectroscopy
and Planck observations (Planck Collaboration et al. 2018), with the dark and
light gray shaded regions corresponding to the 68% and 95% credible intervals,
respectively. Constraints from quasar damping wings are shown as pentagons,
with the orange solid pentagon denotes our new measurement with quasar
J0252–0503. Also shown are constraints from the Lyα+Lyβ forest dark gaps
(blue squares; McGreer et al. 2015), and the Lyα+Lyβ forest opacity (black
circles; Fan et al. 2006).
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Figure S9 Evolution of the cosmic emissivity. The evolution of the cosmic emissivity at UV
(0.16 µm), optical (0.45 µm) and NIR (1.6 µm), panels A, B and C respectively. The shaded
regions show the 1� and 2� confidence regions resulting from the empirical EBL reconstruction
model. The data points shown have rest-frame wavelengths in the range 0.15-0.17µm, 0.42-
0.48µm and 1.25-1.27µm in the UV, optical, and NIR panels respectively. Colors and symbols
follow the same scheme as in Figure S7.
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Figure S3 Measurements of the optical depth ⌧�� due to the EBL in different redshift and
energy bins. The lines show the predictions of two EBL models (29, 37).
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Figure 4 Upper limits on the UV luminosity density of galaxies at z ⇠ 6. The 1 � and
2 � limits are shown as dashed horizontal lines, light blue and dark blue respectively. The
solid curves show the z ⇠ 6 UV emissivity from (33–36) of the Hubble Frontier Fields (HFF)
program as a function of the lower integration limit of the UV luminosity function. The dotted
lines correspond to extrapolations beyond the limiting magnitude of the HFF analyses. The data
from (35) correspond to their “GLAFIC” case. The lines of (34) and (36) have been shifted up
by 0.15 dex to account for evolution of their combined z ⇠ 6 � 7 sample to z ⇠ 6 . The grey
area corresponds to the luminosity required to keep the Universe ionized at z = 6 assuming
C/fesc = 30, where C is the clumping factor of ionized hydrogen and fesc is the mean escape
fraction of ionizing photons (14).
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In Table 6 and Figure 5 we give a detailed breakdown of all
sources of uncertainty in the determination of H0 here and
compared to R16. The primary changes between the present
uncertainties in H0 and those in R16 result from improvements
in the anchor measurements from the LMC and MW. The
contributed uncertainty from MW Cepheid parallaxes has
decreased from 2.5% to 1.7% because of new parallax
measurements from HST spatial scanning (R18b) and from
Gaia Data Release 2 (R18a) and from the use of WFC3 to
measure their photometry on the same photometric system as
Cepheids in SN Ia hosts. These improvements in the MW
anchor alone reduced the overall uncertainty in H0 from 2.4%
to 2.2% (R18a). An even greater improvement in the LMC
anchor is now realized, decreasing its contributed uncertainty
from 2.6% to 1.5%. While there is a small increase in
uncertainty in the P–Lintercept because of the smaller sample
of LMC Cepheids here, this is more than offset by the smaller
systematic uncertainty in their photometric zero-point. We also
note that there is an increase in the overall uncertainty due to
the relation between Cepheid metallicity and luminosity. The
metallicity term we derived from our analysis of all Cepheid
data (R16) is −0.17±0.06 mag per dex, similar to Gieren
et al. (2018), who find −0.22 mag per dex in the NIR for a
lower range of metallicity. The product of the mean, subsolar
metallicity for the LMC Cepheids and the uncertainty in this
term is 0.9%. The other two anchors have Cepheids with near
solar metallicities that are much closer to those in the SN hosts,

so the overall uncertainty in H0 due to metallicity is weighted
down by these anchors to 0.5%.

5. Discussion

5.1. Systematics: Cepheid Associated Flux

The photometric measurements of Cepheids from R16 in
SNIa hosts and NGC 4258 account for the mean additional
light due to chance superposition on crowded backgrounds
through the use of artificial star measurements. However, the
possibility of light from stars that are physically associated with
the Cepheids and unresolved at their distances for SN Ia hosts
(5–40Mpc) but that is resolved in the LMC at 50 kpc (or the
MW at 2–3 kpc), and thus excluded from measurement, would
have a differential effect that could bias the determination of
H0. Anderson & Riess (2018) quantified this “associated-light
bias” by studying its two plausible sources, wide binaries
(arel>400 au) and open clusters (closer binaries are unre-
solved in all cases). They found that the mean effect of wide
binaries was negligible (0.004% in H0) because Cepheids
dominate companions in luminosity. Closer binaries, while
more common, are unresolved in either anchor galaxies or SN
hosts, so even the tiny contamination of Cepheid flux from a
companion, ∼0.02% in distance, cancels along the distance
ladder because of its presence for all Cepheids (assuming
binarity is common in all hosts). To quantify the impact of
open clusters, they analyzed the regions around a large sample
of Cepheids in M31, 450 Cepheids with UV HST imaging from
the PHAT program (Dalcanton et al. 2012). They found that
2.4% of Cepheids are in such clusters and that the photometric
bias averaging over Cepheids in or out of clusters is
0.0074 mag for mH

W . This value might be considered an upper
limit to the bias because there is also a “discovery bias” to
exclude even the small fraction of Cepheids in bright clusters
from a distant sample. The additional constant flux that is
unresolved for distant Cepheids in clusters would decrease the
amplitude of Cepheid light curves. Anderson & Riess (2018)
found that a mean bias for a Cepheid in a cluster in M31 of
0.30 mag in mH

W corresponds to a bias of 0.8 mag at visual
wavelengths, near or brighter than the limit of 0.5 mag
contamination that Ferrarese et al. (2000) determined would
preclude discovery of a Cepheid because of the flattening of its
light curve. In the other direction, one might posit a somewhat
larger clustered fraction in SNIa hosts than in M31 (M31 being
somehow unusual), but this direction is limited by the greater
ages of Cepheids (30–300Myr) than clusters with only ∼10%
of massive embedded clusters surviving for more than 10Myr
(Anderson & Riess 2018, and sources within). Indeed, M31
provides the best analog for the SNIa hosts (high metallicity
spiral) for which an up-close, external view of Cepheid
environments is available. Such accounting for the MW may
await improved parallaxes. In this regard, the LMC is unusual,
with a greater frequency of Cepheids in clusters and a higher
concentration of massive clusters (likely due to its high rate of
recent star formation), with 7.2% of P>10 day Cepheids in
clusters (with fewer than four Cepheids per cluster). The LMC
also harbors two Cepheid-rich clusters, each with 24 Cepheids,
eight times the number of Cepheids as the richest MW cluster.
Because of the great resolution of HST in the LMC, this excess
of clusters around Cepheids in the LMC has no photometric
impact on the measurement of H0. Here we have included the
expected impact of such flux based on the example of M31 and

Figure 4. The 4.4σ difference between local measurements of H0 and the value
predicted from Planck+ΛCDM. We show local results presented by Riess et al.
(2016), reanalysis by C16 (Cardona et al. 2017), FK17 (Follin & Knox 2018),
or FM18 (Feeney et al. 2017), the HOLiCOW lensing results from Birrer18
(Birrer et al. 2018), a replacement of optical SN data with NIR in DJL17
(Dhawan et al. 2018) and B18 (Burns et al. 2018), and a revised geometric
anchor from HST and Gaia DR2 parallaxes (R18a, b). Other early universe
scales are shown in blue. Possible physics causes for a 2%–4% change in H0
include time-dependent dark energy or nonzero curvature, while a larger 5%–
8% difference may come from dark matter interaction, early dark energy or
additional relativistic particles.
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active galactic nuclei (AGNs), namely BL Lacertae objects (BL Lacs),
flat spectrum radio quasars (FSRQs) and a few radio galaxies. The
list is complemented by the recent detections of two nearby star-
burst (SB) galaxies. In contrast to AGNs, their c-ray spectrum is
generated by the cumulative effects of cosmic-ray acceleration in
shocks generated by a large number of supernova remnants [235].

Blazars: To date, the most numerous sources used in EBL studies
are blazars. Historically, they have been divided into two sub-clas-
ses based on their optical properties: FSRQs, characterized by
strong emission lines; and BL Lacs, characterized by weak or lack
of emission lines. Because of the weakness of their emission lines,
the redshift determination of BL Lac blazars has proven difficult or
even impossible in many cases. The status of blazars as bright GeV
and TeV sources arises from the fact that their relativistic jets are
closely aligned with the observers line of sight. Consequently, the
luminosity of a c-ray emission region moving relativistically along
the jet axis in the direction of the observer is strongly beamed, en-
abling its detection at cosmological distances. Occasional strong
flaring activity renders the following BL Lacs: PKS 2155-304 [30];
Mrk 501 [70,3], and Mrk 421 [111,16,39], the brightest TeV
sources; and the following FSRQs: 3C 454.3 [82], and 3C 279
[238], the brightest GeV emitters in the sky. The flaring has pro-
vided high quality c-ray spectra and has led to their detection at
redshifts as far as z ! 0:5 at TeV energies with IACTs, and as far
as z ! 3:2 at "10 GeV energies with Fermi.

The combined GeV–TeV observations of blazars make it possi-
ble to study their spectra over a larger range of redshifts, thereby
enabling the studies of the EBL over a wider range of wavelengths.
GeV photons interact mainly with UV/optical photons, whereas
TeV photons probe mainly the near- to mid-IR region of the EBL.
Since the intensity of the EBL is much lower at UV energies, the
universe is transparent to c-rays below 10 GeV, becoming essen-
tially opaque for TeV sources at redshifts of z > 0:5. The Fermi
Gamma-Ray Space Telescope provides important probes of the
UV region of the EBL, and the GeV transparency can be used to test
evolutionary models of the EBL to relatively large redshifts (z > 1).

Radio galaxies: The jets in radio galaxies are significantly misa-
ligned with respect to the observer’s viewing direction, and there-
by provide no relativistic Doppler boosting. This limits the
detection of radio galaxies with current generation c-ray
telescopes to the local group and the Perseus galaxy cluster. Deep
c-ray observations of radio galaxies with CTA combined with spa-
tially resolved studies in the radio, optical and X-ray will play an
important role in understanding the physics of relativistic jets.
These observations are likely to yield spectra up to !10s TeV which
will provide useful constraints on the EBL in the mid- and far-IR
wavelength regions ([18] for the VERITAS Collaboration, the VLBA
43 GHz M 87 Monitoring Team, the H.E.S.S. Collaboration, and
the MAGIC Collaboration).

With sufficiently high spatial resolution, the c-rays produced by
IC scattering of CMB and EBL photons off the relativistic electrons
of the lobes of radio galaxies can be used to set limits on their en-
ergy density in the immediate vicinity of these objects ([115], see
Section 6 below).

Starburst galaxies: The detection of starburst galaxies M82
[13,4] and NGC 253 [23], potentially opened a new wavelength
regime for studying the EBL. The c-rays in starburst galaxies are
generated by cosmic rays that are accelerated by a large number
of supernova remnants, giving rise to hard c-ray spectra that
extend to energies of 10s of TeV. The "10 TeV opacity to nearby
starburst galaxies is quite small, and about unity at energies of
"50–100 TeV. Nearby starbursts are therefore important probes
of the EBL at far-IR ("100 lm) wavelengths that cannot be probed
by other c-ray sources because of the relative softness of their
spectra compared to those of SB galaxies.

3.2. The spectra of extragalactic GeV/TeV sources

Over a sufficiently small energy range the blazar spectrum can
be characterized by a power law, dN=dE / E#C, with different indi-
ces, CGeV and CTeV , at GeV and TeV energies, respectively. An impor-
tant characteristic of the observed spectra is the presence of a
break, defined as DCGeV $ CGeV # CTeV , occurring between GeV
and TeV energies, the exact location depends on the source’s red-
shift. A source with an intrinsic spectrum characterized by a single
power law out to TeV energies will have a value of DCGeV ¼ 0.
Without any intergalactic absorption this value will remain con-
stant with redshift.

The spectral index CGeV is obtained from a power law fit to the
"1–10 GeV region of the spectrum which is unaffected by EBL
absorption. If the intrinsic blazar spectrum is an extension of this
power law to energies of "1 TeV, then any spectral break
(CTeV > CGeV ) in the observed spectrum can be regarded as evi-
dence for EBL absorption.

A spectral break analysis of the amount of EBL absorption pro-
vides therefore a powerful method for studying the EBL. It is a dif-
ferential method that replaces knowledge of the intrinsic blazar
spectrum with a weaker requirement, namely that the power law
representing the intrinsic blazar spectrum at GeV energies can be
extended to TeV energies as well.

Table 2 lists the values of CGeV and CTeV and the redshifts for all
GeV and TeV detected blazars. Almost all sources exhibit a spectral
break (DCGeV < 0) at energies between 10 GeV and 1 TeV. Fig. 5
depicts the dependence of DCGeV on redshift. The figure shows a
clear trend of increasing jDCGeV j with redshift, strongly suggesting
that the break is the consequence of the attenuation of the source
spectrum by the EBL. As the optical depth increases with redshift,
the observed c-ray spectrum becomes softer, the position of the

Fig. 4. Left panel: calculated EBL intensity versus wavelength at z ¼ 0. Right panel: the c-ray opacity versus energy for sources at different redshift (see labels). The figure
illustrates the correlation between the changes in the slope of the EBL intensity with those in scc. Model calculations by Finke et al. [99]. Details in Section 2.5 of the text.
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Figure 1. Left panel: the CGRH for different values of the Hubble constant, as predicted from the empirical EBL modeling by D11 described in the text, are shown
with several line styles and colors (a flat ΛCDM cosmology with matter density Ωm = 0.3 is assumed). The CGRH data are taken from Ackermann et al. (2012, filled
green squares) and D13 (filled blue circles). The error bars include the total uncertainty (statistical plus systematic). Right panel: same as left panel but all the E0
values have been normalized to the empirical CGRH derived for the fiducial cosmology with h = 0.7 and Ωm = 0.3.
(A color version of this figure is available in the online journal.)

3. MEASURING THE HUBBLE CONSTANT
FROM γ -RAY ATTENUATION

3.1. Theoretical and Observational Background

The potential of measuring the Hubble constant from γ -ray
attenuation was already pointed out two decades ago by Salamon
et al. (1994) and Mannheim (1996), when the γ -ray experiments
at that time could only study a few sources on the entire sky.
In the last decade, Blanch & Martinez (2005a, 2005b, 2005c)
studied, in a series of papers, the potential of using the CGRH
to constrain cosmology. These investigations were motivated
by the starting operation of the new IACTs such as H.E.S.S.,
MAGIC, and VERITAS (Hinton 2004; Lorenz 2004; Weekes
et al. 2002, respectively). Blanch & Martı́nez used simulated
VHE spectra of blazars, at different redshifts, to estimate how
relevant cosmological parameters could be constrained. Their
analysis was based on the fact that the CGRH depends on
the propagation of the VHE photons through cosmological
distances, which is dependent on cosmology. Yet, they neglected
the contribution on the cosmological dependence encoded in the
evolution of the EBL spectral intensity with redshift. These two
effects are consistently considered in our analysis. Barrau et al.
(2008) also understood the potential of γ -ray attenuation to
constrain cosmological parameters. They derive a lower limit
of the Hubble constant, H0 > 74 km s−1 Mpc−1 at a 68%
confidence level, from the observation of γ -ray photons coming
from a flare of the blazar Mkn 501, which was detected by
HEGRA (Aharonian et al. 1999).

Independently, the knowledge of the EBL has largely im-
proved in the last few years (see, for a review, Primack
et al. 2011, Domı́nguez 2012, and Dwek & Krennrich 2013).
Recently, direct measurements in optical wavelengths of the
EBL in the local universe (Matsuoka et al. 2011; Mattila et al.
2012) have confirmed previous indications (e.g., Aharonian et al.
2006) of an EBL intensity level close to the estimations from
deep galaxy counts (e.g., Madau & Pozzetti 2000; Keenan et al.
2010). Furthermore, realistic EBL models based on large mul-
tiwavelength galaxy data sets such as the one found in D11
and a better theoretical understanding of galaxy evolution (e.g.,
Somerville et al. 2012; Gilmore et al. 2012) have allowed both

the understanding of the EBL at wavelengths where the de-
tection is not possible yet and the convergence of different
methodologies.

3.2. Methodology

We base our estimation of the Hubble constant on the
hypothesis that the evolving EBL is sufficiently well described
by the model presented in D11. This choice is supported, as
mentioned above, by independent observational data sets and
the convergence of EBL models using different methodologies.
The uncertainties in the EBL model, which are estimated by
D11, are also taken into account in our cosmological analysis.
We stress that the CGRH derived in the relevant redshift range
from other EBL models such as those from Franceschini et al.
(2008), Finke et al. (2010), and Gilmore et al. (2012) are within
the uncertainties of the D11 model.

The CGRH derived following the D11 EBL methodology
but adopting different values of the Hubble constant, for a flat
ΛCDM universe with a fixed matter density ΩM = 0.3, is
shown in Figure 1 (left panel). We set the uniform prior that
0.3 ! h ! 1 in agreement with other observational constrains.
This choice is made to avoid the inversion of the trend for
h " 0.3 described in Section 2.2, which makes that the overall
likelihood distribution has two maxima: a global maximum at
h ∼ 0.1 and the value of the Hubble constant that we report.
As discussed in Section 2, we notice that, in the explored H0
range, the universe is more transparent to VHE photons for
lower values of the Hubble constant. Figure 1 also shows the
CGRH data presented in Ackermann et al. (2012) and D13.
Ackermann et al. (2012) stack hundreds of spectra from blazars
detected by the Fermi satellite in order to search for an EBL
attenuation feature. They do not provide directly any results in
terms of the CGRH, but this can be estimated from their Figure 2
taking the average redshift of the bin and the energy value where
exp(−τ ) = 1/e (M. Ajello 2013, private communication). We
note that this energy is not currently probed by Fermi for their
lowest redshift bin (z < 0.2). The error bars shown by D13
are the total statistical plus systematic uncertainties, which are
added in quadrature.
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cosmological inference that combines clustering and weak lensing
data from the first year of observations by the Dark Energy
Survey (Abbott et al. 2018).

5. Discussion and Conclusions

Our methodology based on comparing γ-ray attenuation data
with estimates from EBL models leads to a measurement of

� �
�H 65.80 3.0

3.1 kms−1Mpc−1 (this is a relative error of 5%),
when Ωm=0.32 is fixed. When Ωm is also left free, we find

� �
�H 67.40 6.2

6.0 kms−1Mpc−1 and 8 � �
�0.14m 0.07

0.06, including a
detailed analysis of systematic uncertainties (considering also
those introduced by two state-of-the-art EBL models).
We stress that our analysis is a significant step forward

relative to previous cosmological measurements using γ-ray
attenuation (Domínguez & Prada 2013; Biteau & Williams
2015). First, the previous works are based on more limited
energy data. In particular, the former work uses only the
information provided by the CGRH, that is, a measurement of
the optical depth at a single energy, whereas we take advantage
of optical depth data as a function of energy. Second, they use
blazar data only at low redshift z�0.6; however, in the present
analysis we cover approximately the range 0.02�z�3.
These improvements in the data allow us to simultaneously
explore the values of H0 and Ωm. Third, this analysis also
presents for the first time an analysis of some systematic biases
from using this methodology, including an estimate of the
uncertainty introduced by two EBL models. Fourth, we have
combined the γ-ray attenuation results in a joint likelihood
analysis with other independent, complementary, and more
mature techniques.
Our measurements support a value of H0 that is closer to that

one found by the BAO methodology rather than the higher
value from the Cepheids. Interestingly, the H0–Ωm contours
from γ-ray attenuation are roughly orthogonal to results from
other techniques, which makes our results nicely complemen-
tary to those from other probes. In order to improve the H0
measurement we need to measure optical depths up to the
largest possible energies. This is difficult with LAT because of
the limited photon statistics. However, it may be possible with
the future Cerenkov Telescope Array (CTA, Hinton et al.
2019).
These results illustrate the increasing potential of using γ-ray

observations to constrain cosmology. In particular, our analysis

Figure 5. Comparison of H0 from different methodologies. The measurement from
the Carnegie Hubble Program (Freedman et al. 2012) is shown as a gray rectangle
for easier comparison with other results. Other results are from Bonamente et al.
(2006), Paraficz & Hjorth (2010), Riess et al. (2011), Chávez et al. (2012),
Anderson et al. (2012), Suyu et al. (2012), Hinshaw et al. (2013), Chuang et al.
(2013), Domínguez & Prada (2013), Ade et al. (2016), Bonvin et al. (2017),
Abbott et al. (2018), Riess et al. (2018), and Aghanim et al. (2018).

Figure 6.Measurements of the Hubble constant and matter density (1σ and 2σ)
using γ-ray attenuation (green), supernovae plus Big Bang nucleosynthesis (SN
+BBN, blue), baryonic acoustic oscillations plus Big Bang nucleosynthesis
(BAO+BBN, purple), clustering and weak lensing data (DES, brown), the cosmic
microwave background (Planck, red) and a joint likelihood of BAO+BBN+SN+γ
(black). The maximum likelihood value is at H0=66.6±1.6 kms−1Mpc−1 and
Ωm=0.29±0.02 (black star).

Table 1
The Favored Values of H0 and 8m from γ-ray Attenuation (Fixing Ωm, H0, and
Also Leaving Free Both Parameters) and from Our Joint Analysis of BAO

+BBN+SN+γ Results

Methodology H0(km s−1 Mpc−1) Ωm

Gamma-ray Attenuation �
�65.8 3.0

3.1 0.32 (fixed)
Gamma-ray Attenuation 68 (fixed) �

�0.17 0.08
0.07

Gamma-ray Attenuation �
�67.4 6.2

6.0
�
�0.14 0.07

0.06

Joint Likelihood Analysis 66.6±1.6 0.29±0.02

Note.Uncertainties are given at 1σ.
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• Gamma-ray observations can measure the EBL & 
Cosmic Star Formation History. 

• Gamma-ray observations can constrain IGMF. 
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• Gamma-ray EBL measurements rules out some of 
galaxy evolution models from reionization data. 
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Day 4 Summary
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Figure 1. Known constraints on the strength and correla-
tion length of the IGMF (Neronov & Semikoz 2009; Durrer
& Neronov 2013). Red, blue, and green lines show the hints
of the existence of a cosmological magnetic field from the
CMB (Jedamzik & Pogosian 2020), 21 cm line (Natwariya
& Bhatt 2020) and baryogenesis (Fujita & Kamada 2016)
correspondingly. Blue dashed regions show the sensitivity
of di↵erent detection techniques (Neronov & Semikoz 2009;
Durrer & Neronov 2013). Black upper bound is from the
analysis of the CMB signal by (Jedamzik & Saveliev 2019).

The magnetic fields surviving until the epochs of re-
combination and reionization should have been pro-
duced during phase transitions in the early universe (see
(Durrer & Neronov 2013) for a review). The presence
of a helical magnetic field at the epoch of electroweak
phase transition can enable an explanation of the baryon
asymmetry of the universe within the standard model
of particle physics (Giovannini & Shaposhnikov 1998;
Fujita & Kamada 2016). The range of magnetic field
strength 10�14 G< B < 10�12 G, which is compatible
with this baryogenesis scenario is shown by the green
shading in Fig. 1. Remarkably, the field strength re-
quired for a successful explanation of the baryon asym-
metry is consistent with that needed for an explanation
of the EDGES signal and of the Hubble parameter mea-
surement tensions.
The combination of these observational hints for the

existence of a cosmological magnetic field defines an
order-of-magnitude wide ”sweet spot” around B ⇠
10�12 G in which the field estimates from multiple ef-
fects intersect. The most convincing evidence for the ex-
istence of a field with such strength would be its direct
detection in the intergalactic medium. In what follows
we explore the possibility of the measurement of such a
field with �-ray telescopes. We demonstrate that even
though the field is at the upper sensitivity end of the �-

ray technique, its detection should still be possible with
a deep exposure of the nearest blazars with CTA.

2. ANALYTICAL ESTIMATES

Fields with strengths in the range of B ⇠ 10�12 G
are at the upper end of the sensitivity reach of the �-
ray measurement method (Neronov & Semikoz 2009).
They are strong enough to deflect trajectories of elec-
trons with energies in the 10-100 TeV range. This im-
plies that the highest energy �-ray signal accessible to
telescopes should be used for the signal measurements.
In this situation it is not clear if the small angle deflec-
tion approximation previously used for the sensitivity
estimates used by (Neronov & Semikoz 2009) is valid.
We reassess the analytical estimates in this high-energy
/ strong field regime below.
The correlation length �B of cosmological magnetic

fields scales with the strength as (Banerjee & Jedamzik
2004)

B ⇠ 10�11


�B

1 kpc

�
G (1)

The field power spectrum is shaped by the turbulence
on the scales shorter than �B . The integral length scale
of the field with power spectrum PB(k) / k

�n as

�B ⇡ LB
n� 1

2n
=

LB

5
(2)

for n = 5/3 (assuming the Kolmogorov turbulence spec-
trum), where LB is the maximum scale of the Kol-
mogorov spectrum.
We consider secondary emission induced by interac-

tions of primary �-rays with energies E�0. The mean
free path of these �-rays through the EBL is

��0 ' 2.5


E�0

100 TeV

��1.6

Mpc (3)

For the analytical estimates we assume that each pri-
mary �-ray produces an electron and a positron with en-
ergies of Ee = E�0/2. The electrons and positrons cool
due to the inverse Compton scattering of CMB photons
on the distance scale

De ' 7


Ee

50 TeV

��1

kpc (4)

in the Thomson regime of inverse Compton scattering1

relevant for the scattering of CMB photons by electrons

1
Our numerical modeling takes into account the full Klein-Nishina

cross-section of inverse Compton scattering. The Klein-Nishna

e↵ect corrects analytical estimates, but does not change the qual-

itative picture presented in this section.
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Figure 3 The cosmic star-formation history as constrained from the optical depth data. The
shaded regions correspond to the 1� confidence regions on the star formation rate density as a
function of redshift, ⇢̇(z), obtained from two independent methods, based on 1) a physical EBL
model (green) and 2) an empirical EBL reconstruction (blue, see (14)). The data points show
the SFH derived from UV surveys at low z and deep Lyman Break Galaxy (LBG) surveys at
high-z (see review of (1) and references therein). Figure S11 in (14) includes a more complete
set of data from different tracers of the star-formation rate.
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Figure 1. Spectral change, ∆Γ = ΓTeV − ΓGeV, for TeV detected blazars
observed by Fermi. Data points from the Fermi Second catalog (The Fermi-
LAT Collaboration 2011) were separated into three sets: nearby sources (red
inverted triangles), intermediate sources (green triangles), and distant sources
(blue diamonds). The lines are the best fits to Equation (10) with D = 17.46
(dashed line) and (Γp − Γs ) = 0.995 (solid line).
(A color version of this figure is available in the online journal.)

effect would increase ∆Γ because the variation implies some ad-
ditional softening due to moving past the Compton peak, which
is not supported by the data. TeV spectra, if they are secondary
gamma rays produced along the line of sight, do not depend sig-
nificantly on the gamma-ray or proton spectra of their sources
(Essey & Kusenko 2010; Essey et al. 2010, 2011b; Murase et al.
2012; Razzaque et al. 2012). The dependence on the EBL model
(Finke et al. 2010; Franceschini et al. 2008; Stecker et al. 2006;
Gilmore et al. 2009; Orr et al. 2011) is very weak (Essey et al.
2011b). Thus, the spectral variation does not affect our con-
clusion that the behavior in Figure 1 is consistent with a new
component taking over and dominating the signal for z ! 0.15.
For the same reason, our best-fit line in Figure 1 does not depend
on the choice of the EBL model.

Line-of-sight interactions of cosmic rays can account for
the hard spectra of distant blazars because, in this case, the
observed multi-TeV gamma rays are produced in interactions
of cosmic rays with the background photons relatively close
to Earth (Essey & Kusenko 2010; Essey et al. 2010, 2011b;
Murase et al. 2012). For this reason, the distance to the source
is much less important than in the case of primary sources.
One, therefore, expects the spectra of secondary gamma rays to
exhibit a slower change with redshift.

2. SOFTENING OF A TWO-COMPONENT SPECTRUM

We would like to generalize the Stecker & Scully (2006, 2010)
scaling law to include the additional component at high redshift.
The fluxes of primary gamma rays produced at the source and
of secondary gamma rays produced in line-of-sight interactions
of protons scale with distance d as follows (Essey et al. 2011b):

Fprimary, γ (d) ∝ 1
d2

e−d/λγ (2)

Fsecondary, γ (d) ∝ λγ

d2

(
1 − e−d/λγ

)
(3)

∼
{

1/d, for d $ λγ ,

1/d2, for d % λγ .
(4)

Obviously, for a sufficiently distant source, secondary gamma
rays must dominate because they do not suffer from exponential
suppression as in Equation (2). The predicted spectrum of γ -rays
turns out to be similar for all the distant AGNs. Essey & Kusenko
(2010) and Essey et al. (2010, 2011b) have calculated the spectra
for redshifts of 3C279, 1ES 1101-232, 3C66A, 1ES0229+200,
and several other blazars, all of which yield a remarkably good
(one-parameter) fit to the data (Essey & Kusenko 2010; Essey
et al. 2010, 2011b).

Based on our numerical results using a Monte Carlo propa-
gation code described by Essey & Kusenko (2010) and Essey
et al. (2010, 2011b), we find that the spectra have a weak redshift
dependence and, in the TeV energy range, for 0.2 " z " 0.6, it
can be approximated by the following simple relation:

ΓTeV & Γp + αz, (5)

where Γp is a constant and α ≈ 1.
Let us now consider a flux of TeV gamma rays which is the

sum of two components that have the above-mentioned scaling
with distance:

FTeV = F1
1
d2

exp(−d/λγ ) E−(Γs+DH0d)

+ F2
1
d2

(1 − e−d/λγ )E−(Γp+αH0d) (6)

= 1
d2

[
e−d/λγ

(
F1E

−(Γs+DH0d) − F2E
−(Γp+αH0d))

+ F2 E−(Γp+αH0d)] . (7)

While the overall 1/d2 factor does not affect the spectral
index, the exponential suppression of the first term in squared
brackets in Equation (7) guarantees a sharp change from the
Stecker & Scully (2006, 2010) scaling law to a flatter scaling
law which shows only a weak redshift dependence. The change
occurs when the distance d is of the order of λγ , i.e., at a distance
from the source where EBL optical depth approaches 1. Based
on our numerical calculations, and in agreement with Stecker
& Scully (2006), the corresponding redshift is z ≈ H0d ≈ 0.1.
Taking into account that F1 % F2, one can write an approximate
scaling law as

z2 FTeV ∝ e−z/0.1 F1 E−(Γs+Dz) + F2E
−(Γp+αz). (8)

At lower energies, in the GeV energy range, the flux is
expected to show very little attenuation for z " 0.5 and to follow
the simple relation

z2 FGeV ∝ F̃1 E−Γs . (9)

Thus, we expect that ∆Γ = ΓTeV − ΓGeV should exhibit the
following behavior:

∆Γ &
{
Dz for z " 0.1,

(Γp − Γs) + αz, for z ! 0.1.
(10)

For practical reasons, it is easier and more instructive to
compare the spectral slopes given by Equation (10) with the
data rather than to fit the fluxes in Equation (9).

To select distant sources that are likely to be powerful
sources of cosmic rays (see Table 1), we applied two selection
criteria: we selected gamma-ray emitters which (1) have been
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(A color version of this figure is available in the online journal.)

harder spectra above several hundred GeV (see also Finke et al.
2010).

To explain such intrinsically hard spectra, some authors have
recently suggested secondary cascade components generated
by very high energy cosmic-rays or gamma-rays, which may
also offer a probe of intergalactic magnetic fields (e.g., Essey
& Kusenko 2010; Essey et al. 2011; Essey & Kusenko 2012;
Murase et al. 2012; Aharonian et al. 2013). Others have
proposed effects of time-dependence, stochastic acceleration,
or multiple emission components (Lefa et al. 2011a, 2011b).
Future CTA observations of these objects with high energy and
time resolution will elucidate such issues.

The signature of EBL absorption has not been seen in the
spectrum of the extragalactic gamma-ray background (EGB)
above 100 GeV (Ackermann 2011), even though it is naturally
expected if its origin is cosmological (Inoue 2011a; Inoue &
Ioka 2012). By considering the effects of cascade emission,
Inoue & Ioka (2012) have recently shown that if the EGB at
<100 GeV (Abdo et al. 2010b) is entirely composed of known
types of sources whose spectra are well constrained by existing
observations, then the measured EGB at >100 GeV would be
inconsistent with this hypothesis, even for a low EBL such as
proposed here. Further detailed spectral studies of extragalactic
gamma-ray sources are required to resolve this issue.

6. CONCLUSIONS

We have developed models for the EBL over the redshift
range z = 10 to z = 0 on the basis of a semi-analytical

model of hierarchical galaxy formation, into which Pop-III stars
were incorporated in a simplified fashion. Our baseline model is
consistent with a wide variety of observational data for galaxies
below z ∼ 6 (Nagashima & Yoshii 2004; Kobayashi et al. 2007,
2010), and is also capable of reionizing the universe by z < 8.
However, in order to account for the Thomson scattering optical
depth measured by WMAP, the ionizing photon emissivity is
required to be 50–100 times higher at z > 10. This is in line
with recent observations of galaxy candidates at z ∼ 8, as long
as the contribution from faint galaxies below the sensitivity of
current telescopes is not large (e.g., Bouwens et al. 2012). The
“missing” ionizing photons may possibly be supplied by Pop-III
stars forming predominantly at these epochs in sufficiently small
galaxies.

The EBL intensity at z = 0 in our model is generally not far
above the lower limits derived from galaxy counts. Our model is
also in good agreement with the data from Pioneer (Matsuoka
et al. 2011) directly measured from outside the zodiacal region.
The Pop-III contribution to the NIR EBL is !0.03 nW m−2 sr−1,
less than 0.5% of the total in this band, even at the maximum
level compatible with WMAP measurements. The putative NIR
EBL excess (Matsumoto et al. 2005), which also conflicts with
the upper limits from gamma-ray observations (Aharonian et al.
2006a), may have a zodiacal origin rather than Pop-III stars.

Up to z ∼ 3–5, the γ γ opacity in our model is comparable
to that in the majority of previously published models (Kneiske
et al. 2004; Franceschini et al. 2008; Finke et al. 2010; Gilmore
et al. 2012b) below Eγ ∼ 400/(1 + z) GeV, while it is a factor
of ∼2 lower above this energy. The universe is predicted to be
largely transparent below 20 GeV even at z > 4.
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Figure 1. SEDs calculated for gamma-ray-induced (red) and UHECR-induced
(blue) cascade scenarios for KUV 00311−1938 (z = 0.61) using low IR (thick)
and best fit (thin) EBL models deduced by Kneiske et al. (2004) with the analyzed
LAT data (green) with a H.E.S.S. preliminary spectrum (magenta; Becherini
et al. 2012). We take s = 1.76. The isotropic equivalent energy of input gamma
rays for the gamma-ray-induced cascade Liso

γ and of UHECR source protons for
a UHECR-induced cascade Liso

p are 3.5×1046 erg s−1 and 1.1×1047 erg s−1, re-
spectively. The differential sensitivity curve for a 50 hr observation with H.E.S.S.
I (http://www.mpi-hd.mpg.de/hfm/HESS/pages/home/proposals/; dashed line),
and the 50 hr sensitivity goal of the Cherenkov Telescope Array (CTA; Actis
et al. 2011; dotted line) are also plotted. The flux lower than the sensitivity
curve can be achieved under a relaxed criterion of wider energy-bins and lower
significance required to estimate flux in each bin.
(A color version of this figure is available in the online journal.)

reproduced by both gamma-ray- and UHECR-induced cascade
scenarios between 10 and 100 GeV. The UHECR-induced cas-
cade predicts larger flux above 200 GeV and harder spectrum
than the gamma-ray-induced scenario above ∼1 TeV. Prelimi-
nary H.E.S.S. data support the hadronic interpretation. Note that
the redshift of this object is uncertain (see Section 5).

We confirmed that the SEDs of the other more distant sources
in the list, excepting sources with steep spectra, namely PKS
0426−380 and PKS 2142−75, are reproduced by both gamma-
ray-induced and UHECR-induced cascade scenarios for the
quoted redshifts. More distant sources allow the possibility
to distinguish the two scenarios clearly by the difference in
predicted spectral fluxes above ∼1 TeV. Due to their large
distances, a sharper cutoff of the gamma-ray-induced spectra
compared to the UHECR-induced spectra is predicted at the
characteristic EBL absorption energy Ec (Murase et al. 2012b),
and a plateau of emission extending to >10 TeV is predicted in
the hadronic scenario.

In general, differential sensitivity is defined more conserva-
tively than integral sensitivity for IACTs. Conventionally, the
differential sensitivity requires a 5σ signal for a 50 hr obser-
vation in each of four equal-width logarithmic bins per decade,
whereas the integral sensitivity is defined as a 5σ excess of
gamma rays above a given threshold energy for a 50 hr obser-
vation (e.g., Aleksić et al. 2012). Thus, integral flux is more
sensitive to the scenario distinction.

Figure 2 shows the integral flux corresponding to the pre-
dictions in Figure 1. Here, we can obviously recognize that
the UHECR-induced scenario can be distinguished from the
gamma-ray-induced scenario by the Cherenkov Telescope Ar-
ray (CTA). This source is detectable at the 5σ level up to ∼3 TeV
for the low-IR model and ∼1 TeV for the best-fit model in the
UHECR-induced scenario, while it should only be detected up
to ∼500 GeV in the gamma-ray-induced scenario. Detection of
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Figure 2. Integral flux corresponding to the SEDs in Figure 1 (KUV
00311−1938) with the H.E.S.S. I integral sensitivity (presented by Y. Becherini
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Figure 3. Same as Figure 2, but for PG 1246+586 (z = 0.847). Liso
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p = 2.0×1047 erg s−1. We take s = 1.94. The inset is
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(A color version of this figure is available in the online journal.)

this source above 1 TeV would be very strong evidence for a
hadronic origin of the radiation.

We demonstrate this behavior for a more distant source, PG
1246+586, in Figure 3. Despite its distance, this source can
be detected by CTA below ∼200 GeV for both scenarios. It
is possible to distinguish between the two scenarios because
the difference in detecting photons for the two scenarios would
be larger than the range of uncertainties implied by the EBL
models used, even with the flux of the characteristic hadronic
plateau at high energies being below the CTA sensitivity. Thus,
even gamma-ray sources with z ∼ 0.85 can be utilized to
disentangle the two scenarios. Other sources detectable with
50 hr observations with CTA in the source list are Ton 116,
B3 1307+433, 4C +55.17, and PKS 1958−179. Note that
the sensitivity of CTA North may be somewhat worse above
∼10 TeV because no small-size telescopes are projected to be a
part of the array.
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Figure 10. Hard spectrum blazar 1ES 0229+200 at z = 0.139 with SED modeled within an SSC approach using Maxwellian-type electron distributions. All parameters
used are the same as in Figure 3. Data points shown in the figure are from Zacharopoulou et al. (2011), where the intrinsic (de-absorbed) source spectrum has been
derived based on the EBL model of Franceschini et al. (2008) with (1) EBL level as in their original paper (“low-level EBL”) and (2) (maximum) EBL level scaled up
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(A color version of this figure is available in the online journal.)

the high low-energy cutoffs needed in leptonic synchrotron-
Compton models for the hard spectrum sources.

Although our main purpose here is not to fit data, Figure 10
shows that a Maxwellian-type electron distribution could also
provide a satisfactory explanation for the hard TeV component
in 1ES 0229+200.

Our results illustrate that even within a leptonic synchrotron-
Compton approach relatively hard intrinsic TeV source spectra
may be encountered under a variety of conditions. While this
may be reassuring, the possibility of having such hard source
spectra within “standard models” unfortunately constrains the
potential of extracting limits on the EBL density based on γ -ray
observations of blazars, one of the hot topics currently discussed
in the context of next generation VHE instruments.

We thank S. Kelner and S. Wagner for helpful discussions.
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